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ABSTRACT
We present our recent work (ICS 2011) on dynamic environ-
ments in which computational nodes, or decision makers,
follow simple and unsophisticated rules of behavior (e.g., re-
peatedly “best replying” to others’ actions, and minimizing
“regret”) that have been extensively studied in game the-
ory and economics. We aim to understand when conver-
gence of the resulting dynamics to an equilibrium point is
guaranteed if nodes’ interaction is not synchronized (e.g.,
as in Internet protocols and large-scale markets). We take
the first steps of this research agenda. We exhibit a general
non-convergence result and consider its implications across a
wide variety of interesting and timely applications: routing,
congestion control, game theory, social networks and circuit
design. We also consider the relationship between classical
nontermination results in distributed computing theory and
our result, explore the impact of scheduling on convergence,
study the computational and communication complexity of
asynchronous dynamics and present some basic observations
regarding the effects of asynchrony on no-regret dynamics.

Categories and Subject Descriptors
C.2.4 [Computer-Communication Networks]: Distributed
Systems—Distributed applications; F.1.1 [Computation by
Abstract Devices]: Models of Computation

General Terms
Economics, Reliability, Theory

Keywords
Adaptive heuristics, game dynamics, convergence, self sta-
bilization

1. MOTIVATION
Dynamic environments where computational nodes or hu-

man decision makers repeatedly interact arise in a variety
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of settings such as Internet protocols, large-scale markets,
and multi-processor computer architectures. In many such
settings, the behavior for the nodes is simple, natural and
myopic—i.e., they follow “rules of thumb” (or, in the lan-
guage of Hart [5], “adaptive heuristics”). Often, this reflects
the desire or necessity for nodes to provide quick responses
and have a limited computational burden. Such behaviors,
which include “repeated best response” and “regret mini-
mization”, have been extensively studied in game theory and
economics.

In many interesting contexts, the resulting dynamics can,
in the long run, move the global system in good directions
and yield highly rational and sophisticated behavior, such
as in game theory results demonstrating the convergence of
best-response or no-regret dynamics to equilibrium points
(see [5] and references therein). However, these positive re-
sults are based on the often unrealistic premise that nodes’
actions are somehow synchronously coordinated.

It has long been known that asynchrony introduces sub-
stantial difficulties in distributed systems, as compared to
synchrony [3], due to the“limitation imposed by local knowl-
edge” [7]. There has been much work in distributed comput-
ing on identifying conditions that guarantee protocol termi-
nation in asynchronous computational environments. Over
the past three decades, there have been many results re-
garding the possibility/impossibility borderline for failure-
resilient computation (e.g., [2, 7]). In these classical results,
the risk of non-termination stems from the possibility of fail-
ures of nodes or other components. In contrast, in our set-
ting the risk of non-convergence stems from limitations im-
posed by simplistic node behaviors.

We seek to bring together research in game theory and
economics and research in distributed computing to form a
new research agenda: “distributed computing with adaptive
heuristics”. Our aim is to investigate provable properties
and possible worst-case system behavior of natural dynamics
in asynchronous computational environments. We take the
first steps of this research agenda in [6]. Here, we briefly
describe the main contributions of [6]; we refer the reader
to [6] for a more thorough exposition of our agenda, results,
and directions for future research.

2. OUR CONTRIBUTIONS
We show that a large and natural class of dynamics fails to

guarantee convergence to an equilibrium in an asynchronous



setting, even if the nodes and communication channels are
reliably failure-free. This has implications across a wide do-
main of applications, ranging from routing and congestion
control on the Internet to the stabilization of asynchronous
circuits. Conversely, we show that non-convergence is not
inherent to simple behaviors, as some forms of regret min-
imization provably converge in asynchronous settings. We
also explore the impact of scheduling on convergence guar-
antees and the computational and communication complex-
ity of asynchronous dynamics. In more detail, we make the
following contributions:

Model.
We state a formal model for use in analyzing the conver-

gence of myopic dynamics to equilibria in asynchronous com-
putational environments. Our modeling approach draws on
ideas both from work on dynamics in game theory and eco-
nomics [5] and from work on self stabilization in distributed
computing [1] and on protocol stability in networking [4].

General non-convergence result.
Due to practical constraints, it is often desirable or nec-

essary that computational nodes’ behavior rely on limited
memory and processing power. In such contexts, nodes’
decisions are often based on bounded recall—i.e., depen-
dent solely on recent history of interaction with others—
and can even be historyless—i.e., nodes only react to other
nodes’ current actions. We exhibit a general impossibil-
ity result showing that a broad class of bounded-recall be-
haviors, in which each node’s behavior is additionally self-
independent—i.e., each node’s choice of a new action is not
allowed to depend on that node’s previous actions—cannot
always converge to a stable state. More specifically, we show
that, for such behaviors, the existence of two “equilibrium
points” implies that there is some execution that does not
converge to any outcome even if all nodes and communica-
tion channels are guaranteed not to fail. We give evidence
that our non-convergence result is essentially tight.

To prove our result we use a valency argument—a now-
standard technique in distributed computing theory [2, 7],
first introduced in the proof of the landmark non-termination
result of Fischer, Lynch, and Paterson (FLP) for consensus
protocols [3]. We point out that while the risk of protocol
non-termination for consensus protocols in [3] and related
work stems from the possibility of failures, the possibility
of non-convergence in our framework stems from limitations
on nodes’ behaviors. Hence, there is no immediate transla-
tion from the FLP result to ours (and vice versa). We fur-
ther discuss the link between consensus protocols and our
framework in [6], where we also take an axiomatic approach
and establish a non-termination result that holds for both
contexts, thus unifying the treatment of these dynamic com-
putational environments.

Implications across a wide variety of applications.
We apply our non-convergence result to a wide variety of

interesting environments: (1) the Border Gateway Protocol
(BGP), which handles Internet routing; (2) the Transmission
Control Protocol (TCP), which handles congestion control
on the Internet; (3) convergence of game dynamics to pure
Nash equilibria; (4) stabilization of asynchronous circuits;
and (5) diffusion of technologies in social networks.

Convergence, r-fairness, and randomness.
We study the effects on convergence to a stable state of

natural restrictions on the order of nodes’ activations (i.e.,
the order in which nodes’ have the opportunity to take steps)
that have been extensively studied in distributed comput-
ing theory. We consider r-fairness, the guarantee that each
node selects a new action at least once within every r > 0
consecutive time steps. Among other results, we show that
there are systems that converge under all r-fair schedules,
for some r that is exponential in the size of the system, but
not for some (r + 1)-fair schedule.

Communication and computational complexity of asyn-
chronous dynamics.

We study the tractability of determining whether conver-
gence to a stable state is guaranteed (when such a guaran-
tee is not precluded by our other results). We present two
complementary hardness results establishing that, even for
extremely restricted kinds of interactions, this task is hard:
(1) an exponential communication complexity lower bound;
and (2) a computational complexity PSPACE-completeness
result that, alongside its computational implications, implies
we cannot hope to have short witnesses of guaranteed asyn-
chronous convergence (unless PSPACE = NP).

Asynchronous no-regret dynamics.
We present some basic observations about the convergence

properties of no-regret dynamics in our framework, that es-
tablish that, in contrast to other simple behaviors, regret
minimization is quite robust to asynchrony.

3. CONCLUSION
We believe that this work has but scratched the surface

in the exploration of the behavior of natural dynamics in
asynchronous computational environments. Many impor-
tant questions remain wide open. In [6], we outline multiple
general directions for future research.
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