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Abstract

This paper reviews applications in computer science that decision theorists have addressed for years,
discusses the requirements posed by these applications that place great strain on decision theory/social
science methods, and explores applications in the social and decision sciences of newer decision-theoretic
methods developed with computer science applications in mind. The paper deals with the relation between
computer science and decision-theoretic methods of consensus, with the relation between computer science
and game theory and decisions, and with “algorithmic decision theory.”

1 Introduction

Many applications in computer science involve issues and problems that decision theorists have addressed for
years, issues of preference, utility, conflict and cooperation, allocation, incentives, consensus, social choice,
and measurement. A similar phenomenon is apparent more generally at the interface between computer sci-
ence and the social sciences. We have begun to see the use of methods developed by decision theorists/social
scientists in a variety of computer science applications. The requirements posed by these computer science
applications place great strain on the decision theory/social science methods because of the sheer size of
the problems addressed, new contexts in which computational power of agents becomes an issue, limitations
on information possessed by players, and the sequential nature of repeated applications. Hence, there is
a great need to develop a new generation of methods to satisfy these computer science requirements. In
turn, these new methods will provide powerful new tools for social scientists in general and decision theorists
in particular. This paper describes these new “social-science-based” computer science methodologies and
investigates their application to problems of computer science and of the social and decision sciences.

Several major research themes span the developing interface between computer science and the so-
cial/decision sciences. They include:

e Computational Tractability /Intractability. Limits on what can be efficiently computed are very
important in social-science-based computer science applications and applications of computer science
methods to the decision sciences/social sciences. There has been considerable work concerning the
computational complexity of computing the “winner” or the “consensus” in a voting or social choice
situation. This work has shown that many social choice functions are computationally intractable
and that there are situations where it is computationally intractable to calculate the winner of an
election. In game theory, values, optimal strategies, equilibria, and other solution concepts can be
easy, hard, or even impossible to compute. In computer science applications, power indices such as
the Shapley-Shubik, Banzhaf, and Coleman indices need to be calculated for huge games, yet in most
cases it is computationally intractable to compute them. As we consider larger and larger games
in modern economic applications, Nash equilibria, solution concepts in cooperative games, and other
game-theoretic solution concepts applied in a variety of settings become harder and harder to compute.

IThe author gratefully acknowledges the support of the National Science Foundation under grants SES-0351165 and INT-
0339067 to Rutgers University. Many parts of this paper were originally written in the process of preparing several grant
proposals. Numerous people assisted in preparing these proposals and I have tried to acknowledge their contributions and, in
many cases, even their wording, in what follows. I hope I have not missed anyone. Special thanks go to those who helped
me prepare the relevant proposals by providing wording, references, and editing, in particular Julia Abrahams, Alexander
Barg, Denis Bouyssou, Joan Feigenbaum, Lance Fortnow, Eric Friedman, Ron Harstad, Mel Janowitz, Paul Kantor, Brenda
Latka, Jon Leland, Michael Littman, Miguel Lobo, David Madigan, Richard McLean, Sunju Park, Aleksandar Peke¢, David
Pennock, Michel Regenwetter, Michael Rothkopf, Robert Schapire, Peng Sun, Alexis Tsoukias, Vijay Vazirani, Rakesh Vohra,
and Rebecca Wright. In addition, Alexis Tsoukias gave me extensive comments and suggestions on the entire manuscript. Some
of the ideas here were originally described in the report “Challenges for Theoretical Computer Science” [218].



We might ask: Can our understanding of computational complexity help us to build computational
tools that will enlarge the set of social/decision science models that can be analyzed and to adapt
social-scientific concepts to solve problems of computer science? We might also ask: How can we
characterize situations where intractability is a good thing, as for example when we use it to protect
privacy or make it difficult to manipulate the outcome of an election?

e Limitations on Computational Power/Information?. Increasingly, economic decisions have to
be made in situations where there are many “actors” each having partial information or where there
are limits to computation that prevent actors from obtaining needed information. Limitations include:
(1) informational asymmetries (e.g., when agents such as network users have private information that a
network designer does not have but requires); (2) computational limits to extracting information that
is available (perhaps in large data sets); and (3) cognitive limitations on the part of agents. In classical
economics and game theory, participants are assumed to have unbounded computational power, and
thus can be assumed to use optimal strategies, so long as such strategies exist. This is clearly an
inappropriate assumption in many computer science applications and it is necessary to develop models
that assume that participants have limited computational power or information, a concept that is
called “bounded rationality.”

e The Impact on New Methodologies of the Sheer Size of Computer Science Applications.
The sheer size of computer science applications requires new methods/protocols where efficiency is a
central focus and where issues of scalability and robustness with respect to errors in data are prominent.
Consensus methods developed in the context of voting and decision making have begun to have a variety
of applications involving multiple, large databases. Many of the resulting consensus problems are NP-
complete in their most general setting, a conclusion that is particularly significant in the context of
large databases. This calls for approximate algorithms or heuristic methods. In applications of game
theory to computer science problems, we encounter games in which there are huge numbers of players
(such as recipients of a multicast or nodes in a communication network). These new kinds of games
offer many new and challenging complications.

e Security, Privacy, Cryptography. The need for secure communication and privacy sparks the
need for cryptographic methods in the analysis and design of voting procedures, games, and deci-
sion processes. Such issues arise in areas like electronic commerce and electronic voting. As voting
systems become increasingly automated and votes are counted by computer or over the Internet, se-
curity and privacy become major issues. The technical issues arising include system security, system
availability (designed reliability and redundancy), voter identification/authentication (procedures, ap-
provals, digital signature technologies), and ballot integrity (encryption)®. In game-theoretic models
for computational tasks in which many computers have to communicate and cooperate and some of the
computers can malfunction, resulting in conflict, we need to be concerned about the extent to which
we can carry out computations in this kind of distributed setting in a reliable and secure way. Even if
“bad” (failing) players are computationally restricted and so cannot decipher encrypted messages sent
by “good” players, “satisfactory computational protocols need to be designed?.

e Implementation of Auctions®. While dramatic changes in availability of information technology

have allowed us to expedite increasingly complex business transactions, for example complex auctions,
the ability to implement such transactions often puts a strain on existing computational methods.
For example, complex dynamic pricing/auction procedures sometimes put a computational burden on
the price-takers/bidders. This opens a whole new set of issues from defining fairness to designing of
algorithms that have prespecified levels of complexity/transparency for both bid-takers and bidders.
For example, if bidders with more computational power should have no advantage over bidders with less
computational power, then we need to design auction procedures that are computationally tractable
for winner determination, are transparent, and require minimal computational power to determine
minimal bid increases to transform a losing bid into a winning one.
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e Markets as Information Sources. For decades, economists have studied an astonishing “side
effect” of financial and wagering markets: their ability to serve as highly accurate forecasting devices.®
Increasingly, individuals and firms are using markets to learn about their competitors’ preferences
and to aggregate and combine information, for example through the generation of prices. These
developments can benefit from methods of distributed computing and combinatorial exchange.

e Dynamic Markets.” Airlines have routinely used current and historical demand to update their
prices and their allocation of seat inventory to different fare classes. This process involves extensive
computation, including demand forecasting, modeling of customer behavior, and optimization. Similar
problems arise in the pricing of other resource-intensive, time-definite services, such as allocation of
bandwidth in telecommunications. Major challenges here lie not in code but in the need for new
algorithmic ideas that will allow the use of more sophisticated models of buyer behavior. Ever-more-
powerful computers make it increasingly possible to develop sophisticated algorithms that allow actors
to adjust prices, bandwidth, etc. in a dynamic way, as well as adjust schedules and allocations in
response to changing market conditions or unforeseen events.

e Computing Utilities®. Utility functions, which have been studied for a long time by economists and
psychologists, are increasingly important in considerations of interest to computer scientists. For both
groups, there is the need to compute utilities in larger and larger environments and under conditions
of distributed information. This is the case for example in computing tasks with massive input data
sets as well as tasks in which data corresponds to agent valuations that have to be elicited (such as
pricing data like the willingness to buy/pay at a given price). These newer applications call for new
models, tools, and algorithms.

e Learning in Multi-Agent Systems® Support for decision making is increasingly provided by com-
puting systems of various kinds. Such systems increasingly consist of numerous computing devices
that must learn about themselves and their environment in situations of dynamic change. Learning
has traditionally played an important role in decision support and in particular machine learning by a
single agent in a relatively static environment has been well studied. Theoretical computer science has
played an important role in the development of learning theory. However, today’s complex decision
making problems involve numerous agents that must continually adapt to their environment and each
other. There are very few theoretical results to guide us in understanding learning by multi-agent
systems.

e Learning through Repetition. Issues of learning, taking advantage of repeated games or auctions
or through combining repeated inputs, arise in computer science applications in fascinating ways. As
noted above, some tasks may be delegated to software agents and one needs to understand how they
should be designed to “learn” user preferences and how to bid and trade. A learning algorithm operates
on a set of instances to produce a classifier or classification rule. Voting methods can help to achieve
high accuracy in learning algorithms by voting on the predictions of several classifiers. Issues of learning
arise relative to the Internet because we can think of agents playing repeated games in a distributed
environment where they have very limited a priori information about the other players and the payoff
matrix.

e On-Line Decisions Decisions increasingly need to be made “on-line,” that is, at the time data
becomes available, rather than waiting for the entire input. In both economic and military contexts,
large efforts have already been devoted to the development of highly interactive modeling tools to allow
decision makers to make on-line decisions. Since much planning is often of a “deliberate” nature, well
in advance of a financial development or emergency, deliberate plans need to be changed in an on-line
manner in a sequence of decision points. Methods to improve on-line decision making are badly needed,
as, more generally, are methods for sequential decision making.
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e Decision Making under Uncertainty or in the Presence of Partial Information'® Many
modern decision making problems have complicated stochastic components involving equipment failure,
unforeseen political developments, incomplete situational understanding, etc. Classically, decisions
about the design of complex systems have involved oversimplified independence assumptions about
component failure. In the economic marketplace or the counter-terror planning venue, system failures
can be the result of deliberate hostile actions and are thus highly non-random and non-independent.
Uncertainty also enters into decisions since information about competitors is often incomplete or noisy.
Input can include explicit mention of uncertainty in the form of probability distributions that need
to be aggregated. New models of decision making that account for uncertainty are required, together
with new algorithms for making diagnoses and inferences in the face of incomplete or noisy data.

e Fusing Many Sources of Information It is complicated enough for a planner or policy maker to
fuse many different, conflicting pieces of information from a variety of sources, many unreliable, in
advance planning. But in real-time decision making, especially in emergency situations, a huge variety
of pieces of information of varying reliability must be efficiently fused in a short time in order to
modify previously made plans and determine appropriate tactics. The situation is complicated by the
subjective nature of much of the information, including subjective variables such as “readiness,” and
even “reliability,” and subjective judgments of probabilities and beliefs from human observers, planners,
and intelligence sources. Today, ubiquitous computing networks making use of millions of sensors can
promote high speed and high quality decisions. However, we need to determine where to place sensors to
have maximum impact on decisions and how to interpret alarms from sensor networks, and algorithmic
methods are important for this purpose. Especially needed are ways of fusing uncertain information
from subjective judgments of different sources and of combining these judgments with objective but
disparate information from automatic devices such as sensors.

This paper is organized into three main sections, one dealing with the relation between computer science
and decision-theoretic methods of consensus, a second with the relation between computer science and game
theory and decisions, and a third on “algorithmic decision theory.” In some sense, this third section could
cover the entire paper, since the first two sections also discuss algorithmic issues in decision making. We
point to algorithmic issues in the first two topics that are returned to under the more general theme of
algorithmic decision theory.

2 Connections between Computer Science Problems and Decision-
theoretic Methods of Consensus

The notion of consensus arises in many decision making applications when we try to combine different
opinions to reach one “consensus” opinion. The opinions can be stated in various ways, e.g., as “first
choices” among a set of alternatives, as “rankings” (orders) on the alternatives, as scores, as classifications,
etc. Here we describe connections between consensus problems and modern issues in computer science.

2.1 Meta-search, Collaborative Filtering'!

In computer science, “meta-search” is an example of a consensus problem, involving combining the results
of several search engines (see [131]). Cohen, Schapire, and Singer [89] showed how meta-search can be
formulated as a problem of consensus. They studied the problem of constructing a new ordering based
on a learned probabilistic classifier or regression model, showed that the problem of finding the ordering
that best agrees with a learned preference function is NP-complete, and described a simple greedy algorithm
guaranteed to find a good approximation. Similar ideas of consensus have been used to address the reduction
of spam, through the combination of results from multiple search engines. Dwork, et al. [127, 128] think of a
ranking function as spammed by a page in a database of pages if in response to a given query it ranks the page
too highly. Dwork, et al. showed that the consensus approach involving Kemeny medians [232, 233, 356, 359],
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widely used in social science applications, has excellent “spam-resistant” properties. Unfortunately, it is well
known that the computation of the Kemeny median is NP-complete [24, 420]. Dwork, et al. developed an
approximation to the Kemeny median that preserves most of its desirable properties and is computationally
tractable.

The connection between ranking and web search has spawned an increasingly large literature, for example
in using personal preference data to improve search outcomes [215], using page importance to guide web
crawls [1], or connecting ranking/web search to graph-theoretical optimization problems such as finding the
minimum feedback arc set in tournaments [5]. Connections between meta-search and learning are another
avenue connecting computer science and the decision sciences/social sciences. See for example [149, 217,
253]. Analogous problems arise in information retrieval, when we try to rank documents according to their
probability of relevance to a query.

Consensus methods also arise in collaborative filtering, where we use knowledge about the behavior of
multiple users to make recommendations to another user, e.g., combining book or movie ratings to prepare
an ordered list of books or movies to recommend [149, 340, 342, 345]. Freund, et al. [149] gave a formal
framework for this problem and described a “boosting algorithm” for combining preferences that is very
much in the spirit of social choice methods for combining rankings to obtain a preference ranking. Pennock,
Horvitz, and Giles [340] observed that under certain axioms, the functional form of a collaborative filtering
function is restricted. This constrains the choice of algorithms to those that have this particular form. They
showed that under one set of axioms, a “nearest neighbor approach” (used by Freund, et al. [149]) is the
only possible approach. Under other axioms, they showed that a weighted average method (used in practice,
e.g., in Breese, et al. [67]) is the only possible approach.

Since the publication of the paper [355] by Resnick and Varian, there has been a great deal of interest
in the topic known as recommender systems. A recommender system asks you a series of questions about
things you liked and didn’t like, compares your answers to others’, and seeks people with similar opinions
to yours. Recommender systems improve as more people use them. Recommender systems can be based on
collaborative filtering (similarity among decision makers) or content-base (similarities among objects for the
same decision maker [19]). From these one moves to data mining and knowledge extraction (what decision
makers or consumers have shown to “prefer”, “choose”) and from there to preference elicitation and learning
in algorithmic decision theory — topics to be discussed later (see Section 2.2 and Section 4.6). Recommender
systems can be seen as an evolution of Decision Support Systems.'? Of recent interest are “trust-based”
recommender systems, where the goal is to take account of declared trust between agents as well as their
opinions or reviews. For an axiomatic approach to trust-based recommender systems, see [82].

In meta-search, collaborative filtering, recommender systems, and related applications, what is different
from the traditional decision-theoretic problem is that the number of “voters” is small and the number of
“alternatives” or “candidates” is large. Moreover, quite often the problem consists of assigning “alternatives”
to pre-defined ordered or nominal categories, a problem that is different from the classical ranking problem
studied in decision theory. All the above call for new methods and algorithms.

In Section 4.7, we talk about algorithmic decision theory issues involving preference aggregation. The con-
sensus methods used in meta-search, collaborative filtering, recommender systems, etc. are clearly relevant
to the issues discussed in that section.

2.2 Large Databases and Inference

Consensus methods also arise in applications involving large databases in anthropology, political science,
sociology, and economics. Much of the data in these databases is in the form of sequences and we often seek
sequences that occur frequently or are “centrally located” or form a “consensus pattern.” An example arises
in social welfare data [245, 246], where an algorithm for finding approximate sequential consensus patterns,
ones that appear frequently in a database, is discussed. A similar problem arises in molecular biology, when
we seek to choose sequences that occur frequently or are “centrally located” in a database of molecular
sequences. For an example of a paper on finding consensus sequences in molecular databases, see [287]. This
paper is one example of the emerging field of “bioconsensus” that involves applications of social-science-based
consensus methods to problems of biology, many arising from the modern information-theoretic analysis of
bioinformatics. Day [102] has compiled a bibliography of many papers in this emerging area. “Bioconsensus”
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has been the subject of several conferences [433, 434]. Several recent books also describe this developing field
[103, 213]. New methods in bioconsensus include consensus ideas motivated by the notion of list coloring in
graph theory [274] which ties together biological and social-scientific consensus pattern finding. The work
on bioconsensus is farther along, in general, than are consensus methods for dealing with social-scientific
databases.

Similar problems arise in “homeland security” applications. For instance, some problems of interest to
the intelligence community deal with large sets of text messages and attempts to classify them by content.
Methods of “fusion” of the results of several different classification algorithms are playing an important
“consensus” role in such applications (see [10, 28, 29, 205, 225, 243, 315]).

More generally, the problem of merging or combining databases has been studied within Artificial In-
telligence, where decision theory has already introduced several major contributions (see [21, 60, 85, 124,
238, 260, 261, 350]). Similar voting methods can help to achieve high accuracy in learning algorithms by
combining the predictions of several classifiers [341, 386]. Decision theoretic approaches have also been used
in order to induce classification rules from (partially) inconsistent and/or incomplete data bases [333]. For
other examples, see [400, 401, 402, 403]. How can we take advantage of new procedures for combination to
build better learning algorithms? This is one major research challenge.'?

Combining responses to multiple queries is a related issue. Existing database systems have limited ability
to restrict the synthesis of critical information. Privileged information can often be extracted through careful
analysis of responses to a set of queries, some seemingly innocuous. Merging information from several queries
provides the possibility of compromising the privacy of data. This calls for sophisticated access controls to
monitor queries so that a user cannot combine queries to extract more information than he or she is allowed
to have. Work is needed to discover fundamental laws determining the potential for undesirable inference,
for example using functional and multivalued dependencies. Expert systems can be used to automate the
process of inferring sensitive data and, by way of response, noise can be used to confuse possible inferences.
Another key direction of research involves role-based access control. For a sampling of relevant literature on
these topics, see [34, 71, 97, 106, 165, 193, 194, 195, 291, 294, 295, 320, 324, 325, 384, 410, 411].

Another increasingly important database problem involves preferential queries to databases. Here, one
might look, for example, for information about a flight from New York to Paris, but have preferences about
the airline, the type of itinerary, the type of ticket, etc. One might also look to combine responses from
multiple travel-related websites to preferential queries. For a survey on this topic, see [86]. Both this topic
and that of information inference can be viewed as sequential decision making problems, where the next
query and/or the access to information about the next query depends on the sequence of queries/responses
to that point. We return to the sequential decision making problem in Section 4.1.14

2.3 Software and Hardware Measurement

A key issue in the theory of measurement is to find ways to combine scores obtained on different criteria.
A well-known principle developed in the theory of measurement is that if “ordinal scales” are used, then
it is meaningless to compare arithmetic mean scores in the sense that the conclusion can change under
admissible transformations of scale [357, 358, 363]. Fenton and Pfleeger [135] applied this principle to
software measurement, in particular measurement of “understandability,” and observed that it is meaningless
to conclude that the arithmetic mean rating of one system is higher than the arithmetic mean rating of a
second system if a 5-point scale of understandability is used.

We often approach decision making problems by using several different points of view. For example, in
measurement of “quality” of software, we consider such factors as functionality, reliability, efficiency, usability,
maintainability, and portability. Methods of multicriteria decision theory [231, 418] can aid in implementing
tradeoffs among conflicting ratings and have been used in software measurement with interesting results,
as shown for example in [36, 298, 299, 332]. In the case of software measurement, one approach [135] is
to weight the criteria, rank alternative software products on each criterion, and then rate alternative A
over alternative B if the sum of the weights of all criteria under which A is preferred to B is larger than
some threshold. This method cries out for analysis using the theory of meaningfulness in measurement. An
alternative procedure is to develop metrics for each of the factors. For instance, early attempts at measuring
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portability of software are due to McCall, et al. [280] and Boehm, et al. [38]. Axiomatic and algorithmic
approaches to measuring portability, along the lines described for collaborative filtering (Sec. 2.1), also need
to be developed.

A widely used procedure in hardware performance measurement is to score a computer system on different
benchmarks, normalize the scores relative to the performance of one of the systems, and then average the
normalized scores by some averaging procedure. Fleming and Wallace [140] showed that the system that
scores highest using this method can depend upon the choice of system used in the normalization, and thus
the conclusions are in some sense meaningless. This has led to analysis of the process of merging normalized
scores in the papers [2, 360]. The notion of merging normalized scores arises also in the work of Pennock,
Horvitz, and Giles [340] on collaborative filtering. They showed that one way to impose a certain “scale
invariance” property is to normalize all of the users’ ratings to a common scale before applying the filter.
Another way is to design the filter so it depends only on the relative ranking provided and not on the actual
rating values. This is the idea behind the collaborative filtering algorithm of Freund, et al. [149]. The notion
of merging normalized scores could also be very relevant to the topic of recommender systems discussed in
Section 2.1.

2.4 Consensus Computing, Image Processing!®

An old subject in sociology, psychology, and economics involves dynamic models for how individuals change
their opinions over time until, hopefully, some consensus is reached. The problems are related to the
preference aggregation problems discussed in Section 4.7. Models of the opinion change process range
from simple Markov models [104, 148, 356] to dynamic models on graphs closely related to neural nets
[121, 173, 349]. These models have begun to be applied in computer science applications in distributed
computing [190, 263, 337, 338]. In such applications, the values of processors in a network are updated until
all the processors have the same value.

One application of this idea is in noise removal in digital images (see for example [212]). To check
if a pixel level represents noise, one compares it with neighboring pixel levels. If the values are beyond
a certain threshold, one replaces the value of the given pixel with a mean or median of the values of its
neighbors. Related models arise in “distributed consensus” [334] where non-faulty processors are required
to reach agreement eventually. Good protocols for how this can be arranged, which include accepting values
(“opinions”) of neighboring non-faulty processors through some sort of majority rule process, need to be
developed. In [33], a protocol based on the parliamentary procedure known as “cloture” was shown to be
very good in terms of a number of important criteria including polynomial computation and communication.

Much of the work on opinion-change models has centered around the question of identifying initial
configurations of opinions or opinion reformulation rules that lead to ultimate consensus. It is important to
develop good procedures for answering this question in models arising in computer science contexts. Similar
methods show promise for modern issues in epidemiology, where we deal with large models involving social
networks and the spread of disease (and “opinion” is replaced by having or not having the disease). Here,
a key problem is to identify initial configurations of vaccinated individuals so that no matter how many
individuals are initially infected with a disease, the ultimate “consensus” will have no one with the disease.
Some of the work in this area is motivated by newly emerging diseases and some by diseases deliberately
spread by bioterrorists. For some work along these lines, see [121, 122, 189]; see [365] for discussion of the
role of such methods in defense against bioterrorism.

2.5 Computational Intractability of Consensus Functions

“

There has been considerable work concerning the computational complexity of computing the “winner” or
the “consensus” in a voting or social choice situation. See for example [23, 24, 25]. This work has shown
that many social choice functions are computationally intractable and that there are situations where it
is computationally intractable to calculate the winner of an election. Much work is needed to find good
algorithms for consensus methods, new efficient approximations in cases where the exact solution cannot be
efficiently found, and tractable heuristic methods. (See [127, 128, 279] for some work along these lines.) When
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we have imperfect information about preferences of voters, we might still be able to compute the probability
of a particular candidate winning an election. In [191], it is shown that this problem is polynomially solvable
in certain situations but #P-hard in others. In some cases, it is even NP-hard to determine if a given
candidate has any chance to be a winner.

Computational intractability can have some positive implications in voting situations. For example, we
would like to design voting systems where it is computationally intractable to “manipulate” the outcome
of an election by “insincere” voting, e.g., by adding voters, declaring voters ineligible, adding candidates,
declaring candidates ineligible, or adjusting the order in which alternatives are considered in a multiple-step
voting situation. Early work on these issues is contained in [23]. For more recent work, see for example [129].
Other situations in which we might want computations involved in voting situations to be intractable arise
when we are trying to protect the privacy of voters. For early work on this topic, see for example [88]. In
turn, new methods developed in these computer science applications should be useful in making it difficult
to manipulate the outcomes of electronic voting systems, a topic to which we return in Section 2.8.

2.6 Axiomatic Approaches and Algorithms

The size of modern computer applications requires new algorithms, approximations, etc., since existing
algorithms don’t scale well. An intriguing idea is that the axiomatic approach, a standard tool in consensus
theory, could help here. The functional form of a consensus function can sometimes constrain the choice of
algorithms. See for example [417] and the work of Pennock, Horvitz, and Giles [340] described in Section 2.1.
Other relevant work can be found in [51, 52, 55, 56, 57, 139, 182, 284, 285, 361, 362, 414]. We return to this
point in our discussion of algorithmic decision theory, specifically in Section 4.1. Axiomatic characterizations
of consensus functions can help us in identifying these functional forms without necessarily specifying the
exact consensus function, and hence in turn help us to develop algorithms for calculating consensus. Totally
new functional forms for consensus functions, derived with computer science applications in mind, can
sometimes result from an axiomatic approach (see, e.g., [340] in a computer science framework and [3, 4] in
more general contexts).

2.7 Order Relations and Revealed Preferences'®

Establishing a consensus implies being able to compare objects either in order to establish that one is “before”
the other or that they are “near.” Concepts developed or used in decision theory, e.g., non-symmetric
similarities and special kinds of partial orders such as interval orders or semiorders [137, 347, 412], should be
useful here and have already found application in computer science. Applications of ordered sets in computer
science (see for instance [388]) include their uses as models for computation, their applications in knowledge
representation, text categorization and data mining, and their uses in analyzing crypto-protocols in security
and in inductive logic programming. (For examples of such applications, see [435].) Issues of special interest
include the way in which preferences are revealed before a consensus is reached (see [439]). (For more on
“preference elicitation,” see Section 4.6.) In traditional models of consensus, such preferences are thought of
as various kinds of orders that are all revealed at the beginning (perfect information). However, increasingly
in computer science applications, especially in situations of economic cooperation and competition using
the Internet, we can think of software agents learning about other players’ preferences through repeated
or iterated auctions or other procedures. (For more on repeated games, see Section 3.1.) By learning
about a competitor’s preferences and, ultimately, its utility function, without seriously intending to win an
auction, a firm can then seriously enter a later auction with a significant information advantage. Work of
[150, 152, 178, 223, 393] is relevant. Also relevant is the use of repeated games to learn your own true
valuation of an object such as in a sequential auction ([32]). Building models for consensus in this new
context is another challenge that should be pursued. A related topic building on order relations concerns the
issue of solving classic optimization problems when the costs are expressed in ordinal scales (not allowing
an additive problem formulation), a problem receiving increasing attention in the planning and scheduling
community of computer science (see [105, 272, 273, 344, 343, 364]). Still another topic, returned to in
Section 4.4, involves the connection between preferences and artificial intelligence, through the attempt to
understand the interplay between reasoning and rationality (see for example [116]).

16The author thanks Eric Friedman and Alexis Tsoukias for ideas used in this section.



2.8 Electronic Voting!”

Electronic voting, for example remotely over the Internet, is being suggested in many contexts as a solution
to many problems of modern voting. However, the many requirements it imposes with regard to correctness,
anonymity, and availability pose an unusually thorny collection of problems. As voting systems become
increasingly automated and votes are counted by computer or over the Internet, security, privacy, and
robustness become major issues.

The security risks associated with electronic voting pose major technological challenges for computer
scientists [26, 206, 211, 226, 316, 373]. The problems range from the threat of denial-of-service-attacks to
the need for careful selection of techniques to enforce private and correct tallying of ballots. Cryptographic
methods are needed to make sure that a voter’s vote is kept private and that a consensus procedure is robust
in the sense that we can be sure that the output is correct and not corrupted or modified. Work on secure
multi-party communication and mix-networks is relevant here [30, 80, 81, 133, 155, 171, 209, 210, 330, 379].

Other possible requirements for electronic voting schemes are resistance to vote buying, defenses against
malfunctioning software, viruses, audit ability, and the development of user-friendly and universally accessible
interfaces. Many research questions arise. How can we prevent penetration attacks that involve the use of
a delivery mechanism to transport a malicious payload to the target host (e.g., through a “Trojan horse”
or remote control program)? What are the vulnerabilities of the communication path between the voting
client (the devices where a voter votes) and the server (where votes are tallied)? Reliability issues are
closely related and arise from dealing with random hardware and software failures (as opposed to deliberate,
intelligent attack). A key difference between voting and electronic commerce is that in the former, one wants
to irreversibly sever the link between the ballot and the voter. Audit trails are a possible way of ensuring
this. Another important issue is to design methods for minimizing coercion and fraud, e.g., schemes to allow
a voter to vote more than once and only having the last vote count. Further discussion of these topics has
taken place at several recent workshops such as the DIMACS Workshop on Electronic Voting — Theory and
Practice [436]. See the workshop report [282] for more details.

2.9 Combining Partial Information to Reach Decisions'®

Combining partial information to reach decisions involves consensus methods. Yet, most known results
about computational complexity of consensus functions require assumptions about perfect information of
individual preferences, and few similar results are known when there is only partial, distributed, or unreliable
information or limits to computation. (For some relevant results, however, see [22, 33, 328].) Procedures
for merging or aggregating information have been widely studied by the decision science community, but
without emphasis on the reliability of communication or the computational complexity of the protocol. The
computational characteristics of the agents, especially when they include sensors, are extremely relevant,
as is the structure of the communication network. As we study modern issues of merging and aggregating
information, we will need to combine algorithmic and decision science approaches, simultaneously taking
into account requirements for good group decisions, constraints on the computational power of the agents,
and the structure of the communication network.

One major outcome of having only partial information is that there is resulting uncertainty. Decision
making under uncertainty is a widely studied and important area of research. New algorithmic issues
arising from decision making under uncertainty come from numerous modern applications, for example
the recommender systems discussed in Section 2.1. Sometimes in these situations, the traditional tools of
decision theory such as numerical (additive) utility functions or (subjective) probability distributions are
less useful than algorithmic methods based on symbolic manipulation and “qualitative” methods as widely
used in artificial intelligence. For more on the connections between decision theory and artificial intelligence,
see Section 4.4. For more on qualitative decision theory, see for example [123, 124] and see the extended
discussion and additional references in Section 4.4.

17The ideas in this section borrow heavily from the ideas and the words of Markus Jakobsson and Ari Juels.
18The author thanks Juan Garay and Alexis Tsoukias for some of the ideas in this section.



3 Connections between Computer Science and Game Theory

Game theory has a long history in the literature of economics, mathematics, and operations research, and
in particular in decisionmaking applications. In recent years, computer scientists have found that game-
theoretic concepts and methods are very relevant to their problems. Moreover, the increasingly complex
games that arise in practical applications such as auctions and the Internet call out for new computer
science-based methods. In this section, we review some aspects of the relation between computer science
and game theory, with some emphasis on decision making applications.

3.1 Algorithmic Issues in Game Theory and Computer Science!?

Classical work in game theory provides rich mathematical foundations and equilibrium concepts. However,
to allow game theory concepts to scale up to large, complex systems in a tractable way, computational and
representational insights are required. The rapidly emerging field of computational game theory is addressing
such algorithmic issues. In game theory, values, optimal strategies, equilibria, and other solution concepts
can be easy, hard, or even impossible to compute [179, 235, 236, 262]. We need to develop new methods
for dealing with huge problems. For example, what are methods for computing the solution to a game with
a huge number of players or in which the number of players changes constantly? For these huge problems,
ordinary polynomial time complexity requirements might not be good enough.

Some specific topics of interest in this field include strategic conflict in matrix games and computation
of equilibria, in particular of Nash equilibria in matrix games [228]. A recent result here is that finding
Nash equilibria in matrix games with four or more players is complete for the search class PPAD [100].
Graphical models of multiplayer game theory are becoming important [222, 227, 416] and computation
of Nash equilibria in graphical games provides an interesting challenge [264]. Other equilibrium concepts
that provide computational challenges include correlated equilibria, cooperative equilibria, and evolutionary
stable strategies [14, 145, 423]. Other topics of interest are learning in repeated games and regret minimizing
algorithms [146, 153, 174] and games with state and their connections to reinforcement learning [50, 61, 229].
Finally, cryptographic methods are needed to make sure that in the course of a game, a player’s views,
utilities, preferences, strategies are kept private. See [109, 262] for examples of work on the interface between
cryptography and game theory.

In computer science applications, power indices of game theory such as the Shapley-Shubik, Banzhaf, and
Coleman indices need to be calculated for huge games, yet in most cases it is computationally intractable to
compute them. Approximations and other effective heuristics are very much needed. Linial [262] has some
interesting results about the game-theoretic concept of influence of coalitions. In some early work, Koller
and Megiddo [235, 236] studied the computational complexity of finding max-min strategies for two-person
zero-sum games. Grigoriadis and Khachiyan [179] found parallel and sequential randomized algorithms that
compute a pair of e-optimal strategies for a matrix game in expected sublinear time. Jain and Vazirani [208]
studied approximation algorithms for strategyproof mechanisms in cooperative games arising in multicasting
applications.

The theory of repeated games has a long history (see [154, 305]). One recent result [266] is a polynomial
algorithm for finding Nash equilibria in repeated games. Of particular interest is the possibility of players
adapting their strategy based on past experience. See [393] for work along these lines. Also of interest
is the study of efficient algorithms for learning to play repeated games against computationally bounded
adversaries [143, 150, 169]. For more on repeated games under bounded computational ability, see Section 3.5.
Algorithmic issues that arise in repeated games are related to those arising in sequential decision making —
see Section 4.1.

On the Internet, we have large-scale games with a large number of agents, asynchronous play, and an
absence of full knowledge about the number of agents one is playing against or the beliefs they possess. The
Internet is not the only institution to possess these features nor the first. Markets for traditional goods
and services as well as travel networks all possess these features. Research issues involving such large-scale
games include algorithmic issues and closely related foundational issues such as how to adapt and extend
classical game theoretic models to deal with a large number of players and how to accommodate the absence

19Many of the ideas and many of the words in this section are due to Michael Kearns. The author also thanks Lance Fortnow
and Rakesh Vohra for the material in the paragraph on large-scale games and Nati Linial for pointing him to relevant literature.
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of common knowledge, common priors, asynchrony in play and distributed computation. Selected examples
of relevant work involve anarchy models [370, 371, 372], robustness in games [224], and convergence issues
[288].

3.2 Computational Issues in Auction Design?

Recent advances in information technology and its rapid acceptance by the business community have allowed
for expediting of complex business transactions. The most prominent example involves use of auctions
in corporate procurement and in government deregulation efforts. Auctions are important and unusually
complicated games. In auctions, bidding functions maximizing expected profit can be exceedingly difficult to
compute and determining the winner can be easy or extremely hard [185, 368]. When the FCC prepared to
accept bids for spectrum rights through auction in 1993, it became clear that existing bidding theory had little
to say about such a complicated situation. The simultaneous progressive auction design did not allow bidders
to place bids on combinations of licenses since the problem of picking the revenue-maximizing set of bids
when bids on any combination are allowed is NP-complete. Yet, when many items with interrelated values
are being sold, economic efficiency can be increased by allowing bids on combinations of items. Procedures
for auctioning combinations of items have inherent computational problems to overcome. The emergence of
these issues raises challenging research problems.

For example, such problems arise in combinatorial auctions in which multiple goods are auctioned and
bidders have and wish to express different valuations on which goods complement each other and which goods
substitute for each other. (For recent reviews see [99, 336, 419].) Allowing bidders to submit “all-or-nothing”
bids for combinations of goods yields NP-complete allocation problems that need to be solved efficiently in
designing an auction [368]. Furthermore, bidders face computational and communication problems in com-
binatorial auctions since they might not be feasibly able to express all possible preferences for all subsets of
goods. Rothkopf, Peke¢, and Harstad [368] showed that determining the winner is not NP-complete for many
economically interesting kinds of combinations. Park and Rothkopf [331] studied mechanisms that work well
in practice even when the combinations lead to an NP-complete problem. Peke¢ [335] demonstrated that
cooperative game solution concepts such as Shapley value are useful in the design of second price combi-
natorial auctions. More systematic analysis of the usefulness of such game theory concepts is needed. The
applications of methods of combinatorial optimization to combinatorial auctions are increasingly important
[9, 156, 158, 368, 419]. Further work on combinatorial auctions with emphasis on partial information, limits
to computation, and bidding incentives, is also needed.

Internet auctions are fast becoming an important method for transacting business. In a typical situation,
a manufacturer uses an auction site to experiment with quantities supplied in order to learn about demand.
While successful bidders might leave the pool of bidders, unsuccessful ones become more informed. These
issues call for new models and analysis. See [188] for relevant work on how estimates of asset value and
choices of bidding aggressiveness react to the estimates and choices of other bidders. One can study related
issues of learning in repeated plays of a game. These arise also in the anticipated scenario under which
software agents will act on behalf of humans in electronic marketplaces based on auctions and other forms
of trading. Here, algorithmic problems of sequential decision making as discussed in Section 4.1 are very
relevant.

In the analysis of auctions, traditional economic considerations of economic efficiency and revenue max-
imization must be balanced against concern for computational tractability and one should consider the
tractability of methods for running the auction, determining winning bids, and informing bidders of mini-
mal supplanting bids. In addition to computability, “transparency” of auction rules [186, 368] is critical to
bidders. A framework for dealing with transparency must be developed.

Cryptographic methods are important in auction games too. For instance, we need to preserve the privacy
of the participants while maintaining communication and computational efficiency [210, 308].

There are various kinds of transaction costs involved with auctions and auction theory that takes them
into account is just beginning to be developed. For example, learning her value is not free to a bidder
and could be a major undertaking. Some bidders may decline to incur the cost of preparing a bid since
the expected profit from participating in the auction is less than the cost of bid preparation. Bid takers

20This section depends heavily on the ideas and words of Ron Harstad, Aleksandar Peke¢, and Michael Rothkopf. Thanks
also go to Markus Jakobsson for his ideas.
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also incur costs, for example in preparing documentation on what is to be auctioned and in deciding whom
to qualify to be bidders. They need to balance the value of getting additional bidders against the cost of
qualifying them and to take into account the possible effect on the behavior of previously qualified bidders.
Costs of publicizing auctions and gathering bidders can affect the timing of auctions and grouping of auctions
of similar items.?! For recent work on transaction costs in auction design, see [187, 239, 247, 250, 353, 428].

3.3 Allocating/Sharing Costs and Revenues?®?

Game-theoretic solutions such as the Shapley value and the nucleolus have long been used to allocate costs
to different users in shared projects. Examples of such applications in the past include allocating runway
fees to different users of an airport, highway fees to different size trucks, costs to different universities sharing
library facilities, fair allocation of telephone calling charges among users, and compensation of agents who
have to wait in a queue [268, 269, 277, 321, 389, 394, 404, 409, 429]. For cost-sharing problems with
submodular costs, Moulin and Shenker [301, 302] characterized the family of cost-sharing mechanisms that
are “budgetbalanced” and “group strategyproof” (in the sense that the dominant strategy for a coalition is to
reveal the true value of their utility). Among these, the Shapley value minimizes welfare loss. If one requires
“efficiency” rather than “budgetbalance,” then a “marginal cost” method is, in a very general setting, the
only method satisfying group strategyproofness.

These ideas have found application in multicast transmissions. In unicast routing, each packet sent from
a source is delivered to a single receiver. To send the same packet to multiple sites requires the source to
send multiple copies of the packet and results in a large waste of bandwidth. In multicast routing, we use a
directed tree connecting the source to all receivers and, at branch points, a packet is duplicated as necessary.
The bandwidth used by a multicast transmission is not directly attributable to a single receiver and so
one has to find a way to distribute the cost among various receivers. Building on the work of Moulin and
Shenker, Feigenbaum, Papadimitriou and Shenker [134] studied the computational complexity of the Shapley
value and the “marginal cost” cost-sharing mechanisms and showed that under a computational model that
considers network complexity, the former does not have a feasible implementation while the latter does.
Jain and Vazirani [208] gave a polynomial time computable cost-sharing mechanism that is budgetbalanced
and group strategyproof, and moreover, in the multicasting application, computes the cost of the optimum
multicast tree within a factor of two of the optimal. Other papers that deal with “noncooperative allocation
problems” involving routing, load balancing, and other network issues include [317, 318, 319]. Computational
issues involving cost-sharing mechanisms are closely related to computational models of network complexity
and much more work needs to be done under different computational models. Other algorithmic issues in
decision theory arise from the related notions of aggregation discussed in Section 4.7.

In cost sharing, notions of fairness arise and need to be studied. Specifically, issues of fair division or
envy-free division of a commonly owned asset arise frequently in our new information-age economy; fast
algorithms are needed for fair or envy-free sharing of revenues in e-commerce. In [159, 180], the authors
described fast exact and approximation algorithms for equitable resource sharing and assignment of prices,
using combinatorial and continuous optimization methods. In [65], an exponential time algorithm for envy-
free division was given. For later approaches, see [132, 346, 367]. Some questions remain. Is the problem
NP-hard? Also, the known algorithms are sequential. What about parallel algorithms here? All of us can
reveal some of our preferences simultaneously so there is no need to process information in a sequential
manner. Also related are cryptographic problems of fair exchange, arising for instance in contract signing
[13, 160]. Special problems arise when allocation/sharing involves multi-dimensional outcomes, especially if
the outcomes can interact [108, 177, 176]. Finally, related issues arise when demand for goods to be fairly
allocated exceeds supply and we must institute “fair rationing.” Relevant papers on this topic deal with
probabilistic rationing and fair queueing. See [107, 300, 303, 408].

21The ideas in this paragraph are taken from the announcement for the DIMACS workshop on Auctions with
Transaction Costs, which was organized by Eric Rasmusen, Michael Rothkopf, and Tuomas Sandholm - see
http://dimacs.rutgers.edu/Workshops/Auctions/announcement.html.

22Many of the ideas in this section are due to Aleksandar Peke¢. The author also thanks Eric Friedman, Juan Garay, Michael
Grigoriadis, Joan Feigenbaum and Vijay Vazirani for contributing ideas used in this section.
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3.4 Game Theory, Computation, and Behavior?

An exciting recent research direction has focused on the computational and behavioral aspects of game the-
ory. As noted in Sections 3.1 and 3.3, computer scientists have been tackling computational issues arising in
traditional game theory and economics and applying game-theoretic analyses to classical computer science
problems such as resource allocation and networking. Of interest are improved algorithms for computing
equilibria in large games (cf. Section 3.1), using sampling methods, using recent developments in mathe-
matical programming, and finding sophisticated learning algorithms. Rich new representations for complex
games now permit the specification of network structures of communication in games, and specialized but
natural payoff functions [227, 228].

The computer science community has also been using game theory as a formalism and design principle
for many kinds of distributed algorithms [134, 372]. Rather than the traditional view of each node in
a distributed protocol or system “behaving” or being “malicious,” these analyses assume that nodes are
simply “rational,” for some appropriate notion of self-interest. This approach has addressed problems such
as routing, multicast transmission, and load balancing.

One central question of behavioral game theory is: What does it mean for an individual or organization
to be rational? Behavioral game theory methods have been used to address this issue, challenging basic
notions of rationality [75]. In Section 3.5, we consider a different problem: less than full rationality. Ex-
perimental work in behavioral economics has repeatedly shown that human subjects will frequently deviate
from traditionally assumed notions of self-interest and greed. (See [186].) Moreover, they seem to do so in
ways that are predictable, repeatable, and amenable to mathematical modeling and analysis. Concepts such
as altruism, revenge, and envy have been quantified and fruitfully measured. (For some interesting relevant
work, see [76, 96, 130, 397].)

One fascinating issue that arises when one tries to characterize rationality is the question of the rela-
tionship between rationality and optimization. (See [292] for a discussion.) It would clearly be beneficial for
algorithmicists to model rationality as optimization of some appropriate function.

One of the primary difficulties of applications of computational game theory to resource allocation prob-
lems has been the specification of appropriate payoff or utility functions. Identifying such payoff or utility
functions requires understanding of what the players in a game really care about. In classical game theory,
some abstract “currency” is usually a means of measuring payoff and it is usually assumed that players act
greedily with respect to such a currency. However, in situations that game theory is being applied to in
computer science, where the players of a game are often nodes in a network, newer notions of currency need
to be considered, things like negative network latency for routing, execution time for load balancing, or cash
compensation.

The revised models of rationality proposed in the behavioral game theory literature present many inter-
esting and challenging computational issues. Computer scientists now have a fairly clear understanding of
the algorithmic challenges presented by Nash equilibria and related classical notions, but no deep compu-
tational thought has been given to how things change when mathematically formal notions of altruism and
fairness are considered.

3.5 Bounded Rationality?!

Traditionally, economists and game theorists have assumed that strategic agents are fully rational in the sense
that all players can completely reason about the consequences of their actions. However, recent research
suggests that human players do not always behave in a way consistent with theoretical predictions. This has
raised questions about the postulate of full rationality and led to the formalization of partially or boundedly
rational players and games played by such players. (See [223, 376, 391].)

If one thinks of decision making in economic or other social situations as computation in the formal sense
of theoretical computer science, then one is led to some notion of bounded computational power as a formal
expression of bounded rationality. One can then ask what computational power is required in order to play
a game in a way consistent with full rationality and also, if players are limited in their computational power,
how different equilibrium outcomes can be from the fully rational case. These questions have led some to

23This section borrows heavily from the ideas and words of Michael Kearns. The author also thanks Colin Camerer for ideas
here.
24This section is heavily dependent on the words and ideas of Lance Fortnow and Richard McLean.
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examine the computational complexity of finding best responses in games [31, 169, 170, 168, 234, 326]. They
have also led some to focus on repeated games played by various types of computing machines with an
emphasis on their role in facilitating cooperative behavior. In one branch of this work, bounded rationality
is interpreted as bounded recall where a player’s strategic options are limited by constraints that are placed
on memories of past actions [16, 257, 258]. A larger literature models bounded rationality in terms of finite
automata, e.g., where the strategies of players are limited to those that are implementable by finite state
automata [15, 309, 310, 311, 312, 313, 314, 329, 374]. Further work that studies strategies implementable by
Turing machines may be found in [8] and [286].

Most of the aforementioned work has been carried out by game theorists and, with the exception of a
short burst of activity in the mid-1990’s [142, 143, 151, 297, 329], there has not been a significant amount
of activity in bounded rationality from the computer science point of view (for exceptions see [197, 249]).
General research issues in this area include: What makes an appropriate model of bounded rationality? How
do models of bounded rationality affect conclusions of standard models? What aspects of human behavior
have no compelling model of bounded rationality to explain them? Are there computational models that
properly estimate the computational power of bounded players while allowing for an analysis that yields
useful results?

Participants in large, complex games arising in computer science applications need to develop optimal
strategies in a context of bounded computational power or bounded rationality [375, 376]. There is need to
combine algorithmic and decision-theoretic approaches, taking into account constraints on the computational
power of the agents. (For some examples of work in this area, see [143, 223, 248].) Complex, dynamic
pricing/auction procedures sometimes put a computational burden on the price-takers/bidders and we need
to design auction procedures in which players with limited computational power can do such things as
determine minimal bid increases to transform losing bids to winning ones. (See for example [68].)

3.6 Market Clearing Algorithms?

Markets are important mechanisms for allocating goods, services, tasks, and resources among multiple agents,
be they human or software. The market-clearing problem [37] is that of deciding how to allocate the items
among the agents. The last few years have witnessed a leap of improvement in market-clearing algorithms
both for traditional market designs and entirely new market designs enabled by advanced clearing technology.
There are computational implications of different market designs and a variety of corresponding algorithms
for clearing markets optimally and approximately. Auctions [381] (one seller, multiple buyers), reverse
auctions (one buyer, multiple sellers), and exchanges (multiple buyers and multiple sellers) are examples.
Multi-item and multi-unit markets [383] are a major focus and computational implications of different classes
of side constraints are of interest. Different bid types studied include price-quantity bids, different shapes of
supply/demand curves, and package bids [382]. A recent paper by O’Neill, et al. [322] shows that one can
always find equilibrium supporting prices in markets modeled with mixed integer programs if one is willing
to pay not just for continuous variables (commodities) but also for nonconvexities such as start-up costs.
Once the mixed integer program for the winner determination problem has been solved, the prices require
only the solution of a linear program. This partially contradicts what has been thought to have been known
about duality gaps and should open up a general discussion of richer kinds of pricing.?%

Among research challenges in this area are the development of methods for selective incremental preference
elicitation for combinatorial markets [90] and of methods with which the market can be cleared optimally
using only a small portion of the agents’ preferences as input.

3.7 Streaming Data in Game Theory

In many applications, data must be analyzed as it arrives because the sheer quantity of it makes it infeasible to
store in a central database or because of the urgency of the issues involved. In such applications, computations
involving the data must be made during an initial scan as the data “stream” by. (See for example [20, 70,
91, 92, 93, 94, 95, 219, 259, 387, 415].) Herzog, Shenker, and Estrin [192] considered the problem of finding

25Thanks go to Tuomas Sandholm for the words and ideas about market-clearing algorithms.
26The author thanks Michael Rothkopf for pointing him to this result and its implications.
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a “one-pass” mechanism to implement game-theory-based allocation schemes in multicasting. Similar “one-
pass” issues arise in on-line auctions and it is necessary to develop and model bidding strategies in such
situations, taking into account the effect of uncertainty, subjective judgments about the value of an item,
learning in repeated auctions, etc. [290].

Analysis of data streams from network monitoring infrastructure is used to detect network faults in order
to direct timely corrective action. Alarms are set off when scale values measuring disruptions or graphical
patterns stray from the “normal.” How do we decide when to set off an alarm? When several measures are
above threshold? When only one measure is above threshold but is very high? Measurement theory and
decision theory seem relevant to these questions and analogous problems seem relevant to large games in
which a central authority might need to interrupt play in case of unauthorized behavior.

4 Algorithmic Decision Theory

Today’s decision makers in fields ranging from engineering to medicine to economics to homeland security
have available to them remarkable new technologies, huge amounts of information to help them in reaching
good decisions, and the ability to share information at unprecedented speeds and quantities. These tools
and resources should lead to better decisions. Yet, the tools bring with them daunting new problems and
the need to apply them to problems arising in computer science presents complex new challenges. Among
the issues are: The massive amounts of data available are often incomplete or unreliable or distributed and
there is great uncertainty in them; interoperating/distributed decision makers and decision-making devices
need to be coordinated; many sources of data need to be fused into a good decision. When faced with such
issues, there are few highly efficient algorithms available to support decisions. There is a long tradition of
algorithmic methods in logistics and planning. But algorithms to automate, speed up and improve real-time
decision making are much less common. Algorithms for decision support, especially algorithms that can
approximate good analytic solutions, are needed. Such algorithms should improve the ability of decision
makers (human or automated) to perform in the face of the new opportunities and challenges that we

describe in this section?”.

4.1 Sequential Decision Making Models and Algorithms?®

With the increasing amount of data faced by decision makers and the increasing speed with which their
decisions need to be made, it is often the case that we must make decisions online before having access to
all of the relevant data. Sequential decisions are also important in uncertain domains in which decisions
impact the environment and therefore the context for future decisions. Sequential decision problems arise in
many areas, including communication networks (testing connectivity, paging cellular customers, sequencing
tasks, etc.), manufacturing (testing machines, fault diagnosis, routing customer service calls, etc.), artificial
intelligence and computer science (optimal derivation strategies in knowledge bases, best-value satisficing
search, coding decision tables, etc.), and medicine (diagnosing patients, sequencing treatments, etc.). An
illustrative list of references for such applications includes [69, 72, 79, 84, 98, 126, 166, 220, 240, 241, 252,
307, 348, 354, 392, 396, 421, 427]. Sequential decision making is an old subject, but one that has become
increasingly important with the need for new models and algorithms as the traditional methods for making
decisions sequentially do not scale.

Making decisions that take into account risk attitudes is an important topic in sequential decision analysis.
Many important dynamic decision models (in inventory control, revenue management, dynamic pricing in
economics, event management in homeland security, etc.) are known to have nicely structured optimal
policies under risk-neutral assumptions. Recently, Chen, et al. [83] showed that good structures in optimal
policies still exist in risk-averse inventory control and other models. Work is needed to understand the

27The author thanks Michael Littman, David Madigan, and Robert Schapire for ideas about algorithmic decision theory that
underlie this introductory paragraph and, indeed, the entire section.

28The author thanks several people for the ideas and many of the specific words in this section. The paragraph on sequential
decision making under uncertainty in operations research/management science/economics is mostly due to Miguel Lobo, those
on attitudes toward risk and on robust decision making mostly due to Peng Sun, and that on clinical trials to David Madigan.
Alexis Tsoukias provided ideas and references about qualitative theories of sequential decision making. Endre Boros provided
many of the examples of applications of sequential decision making in other disciplines. Madigan and Aleksandar Peke¢ provided
many of the overall ideas.
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computational complexity of obtaining the optimal policies for risk-averse dynamic models and to design
good algorithms for this purpose that incorporate the extra dimension of complexity brought in by risk
considerations.

Recent research results indicate that, in constructing decision models based on data as it arrives, noisy
data has profound effects on the optimal strategy and the value functions derived from dynamic decision
models such as Markov decision processes [278]. It is important that we obtain robust policies—policies
with performance guarantees when the nominal model constructed from data deviates from the unknown
true model. While robustness is not a new idea, it remains a major challenge to obtain a robust policy for
dynamic decision models. Traditional approaches relying on sensitivity analysis to understand the effects of
variations in model assumptions are far from satisfactory in the context of dynamic models with complex
structure. A challenge is to develop efficient algorithms or approximations to find robust policies.

There are a number of open problems and computational challenges involving sequential decision making
under uncertainty in an operations research/management science/economic setting. In the context of pricing,
or more broadly of revenue management, an important application is sequential pricing with uncertain
demand. Most academic models in the field require the knowledge of a number of parameters about which,
practitioners report, limited knowledge is usually available in practice. There is a need for the development
of decision models that explicitly take this uncertainty into account, to introduce robustness and to model
the learning process. Optimization-based control policies are a promising approach. One class of policies are
heuristics where a measure of informativeness is maximized. Another are approximations of the, otherwise
intractable, exact dynamic programming solution. In both cases, convex optimization methods for large-scale
problems can be exploited for computational tractability [157, 369]. Recent work on sequential pricing [17,
73, 267 is relevant.

Another application area for sequential decision making involves online text filtering algorithms. These
try to identify “interesting” documents from a stream of documents. As each document arrives, the algorithm
has to decide whether or not to present the document to an oracle. If the algorithm presents a document to
the oracle and if the document is indeed interesting, the oracle rewards the algorithm r “utiles,” or reward
units. If the algorithm presents the document to the oracle and it is not interesting, the oracle penalizes the
algorithm ¢ utiles. The goal is is to maximize expected utiles over either a fixed or infinite horizon. One can
look at this as a sequential decision making problem. See for example [147, 221, 225, 432].

Also of interest are clinical trials problems. Conflicting ethical and performance considerations play sig-
nificant roles in the planning and execution of human clinical trials. Ideally, every aspect of trial design
should involve consideration of all foreseeable trial outcomes as well as utilities associated with those out-
comes. Recent years have seen some progress towards this goal [77, 87, 398]. Increasingly in clinical trials,
decisions as to whether or not to continue the trial are made at various steps. Interim data may provide
grounds for terminating a study early if it does not appear to be leading to desired results or to making a
new medication available more rapidly. The problem is to balance the financial and ethical considerations
of ending a study early against the risk of an incorrect decision. Multiple criteria add considerable compli-
cations to analysis of these decision problems. The theory of multi-criteria decision making can help here
[51, 58, 66, 418]. Axiomatic approaches to multi-criteria decision making (see [53, 54]) might help here in the
spirit of connections between axiomatic approaches and algorithms discussed in Section 2.6. Also possibly
of help are the group sequential methods that are designed to deal with the problems caused by repeated
analyses of accumulating data and the further multiplicities that arise if there are several endpoints or if
three or more treatments are under investigation [216].

A classical approach to sequential decision making involves Markov decision processes. Automated
Markov decision processes are of interest, especially in AT applications. See [49] for a discussion of al-
gorithmic approaches that make use of structure in the reward and value functions. In Markov decision
processes, actions are stochastic and we measure the satisfaction of agents by numerical utility functions.
However, this approach depends on being able to measure transition probabilities and to deal with utilities
that are at least “additive.” In many applications, for example in artificial intelligence, uncertainty is often
ordinal or qualitative, and similarly for utility. This observation has given rise to qualitative theories of
sequential decision making that include logical languages for expressing preferences. Some references on this
topic are [44, 125, 377, 378, 407].

16



4.2 Inspection Problems and Optimal Implementations for Boolean Decision
Functions®

An important area of application involving sequential decision making arises in inspection problems. For
instance, inspections for weapons of mass destruction or other contraband entering through a port involves
analysis of a stream of entities (containers) arriving at the port. A decision maker has to decide how to inspect
them, which to subject to further inspection and which to allow to pass through with only minimal levels of
inspection. This is a complex sequential decision making problem. One approach to this problem is based
on the ideas of Stroud and Saeger [399] and has been applied at Los Alamos National Laboratory in initial
formulations of the port-of-entry inspection problem as a problem in decision logic. Entities are thought
of as having attributes, each in a number of states. In the simplest case, we seek to classify entities into
two categories (“ok” and “suspicious”), there are two states (“present” or “absent”), and the classification
can be described as involving a Boolean decision function (BDF). Different binary tree representations for
a BDF have different inspection costs associated with them and one looks for an efficient decision tree
representation. Modeling sensors used to test for attributes makes the problem more realistic and brings
in possible inspection errors and false positives and negatives. Extending the problem to more than two
categories and more than two states also makes the problem more realistic. While such problems are in
general NP-complete, one can hope for efficient approximations or efficient solutions if one restricts the form
of the BDFs under consideration. For a discussion of this problem, see [39, 366].

The problem of container inspection at ports of entry has given rise to a number of interesting approaches
in recent years. For example, Boros, et al. [40] extended the work of Stroud and Saeger [399] and formulated
a large-scale linear programming model yielding optimal strategies for container inspection. This model is
based on a polyhedral description of all decision trees in the space of possible container inspection histories.
The dimension of this space, while quite large, is an order of magnitude smaller than the number of decision
trees. The Stroud-Saeger approach to port-of-entry inspection concentrated on limiting the number of
decision trees we must consider by making special assumptions about the underlying Boolean function, i.e.,
that it is complete and monotone. An alternative approach is to make special assumptions about the topology
of the decision tree. An example of this approach can be found in [430]. Anand, et al. [7] did an extensive
sensitivity analysis on the results of Stroud and Saeger and found that even with changes in parameters,
remarkably few binary decision trees (BDTs) turned out to be optimal. However, they noted that the
“combinatorial explosion” of number of possible BDTs, even with restrictions to trees arising from complete,
monotone Boolean functions as in Stroud and Saeger, limited the possibility of successful modifications of
extensive search algorithms to the case of more types of sensors. Madigan, et al. [270, 271] generalized
the notion of complete, monotone Boolean functions and defined notions of complete and monotone binary
BDTs. They developed a search algorithm that identifies (locally) optimum (least cost) complete, monotone
binary decision trees that is more efficient than the method developed by Stroud and Saeger and allows
one to search by using a notion of neighborhood in the space of complete, monotone BDTs. Boros and
Kantor [41] used game theory to study how to allocate an available budget for inspection between screening
containers and unpacking them entirely. Their methods sought to maximize detection rate while deceiving
opponents as to specific tests to which containers will be subjected.

There is a large literature arising in many fields that deals with the problem of finding an optimal binary
decision tree (BDT) corresponding to a given Boolean function. The problem appears in AI as part of
rule-based systems, where inductive trees are one of the main tools in rule-based learning [289, 306, 352].
In computer science, the problem is really central, since circuit complexity is essentially the depth of a
BDT representing a function F' [422]. In computer science, the main emphasis in the literature has been on
worst case results, which is not necessarily useful for finding a particular representation of a special kind of
given function F. Special cases, called “satisficing search” [166], and search strategies in theorem proving
[240, 241], are also essentially equivalent to the optimal BDT problem. In reliability theory, many special
cases of the problem fall under the rubric of the “diagnosis problem” [27, 35, 69, 72, 98, 214, 380]. It is
sometimes called the “quiz show problem” [220] since quiz shows involve decisions about choosing a next
category, or whether to stop or continue a process. In the theory of programming/databases, the conversion
of decision tables into “if-then-else” structures also involves similar problems [354]. Although in general the
problem of finding an optimal BDT is NP-complete [204], several classes of BDFs have been found for which

29Thanks to Endre Boros for the ideas and many of the words in the paragraph on finding optimal binary decision trees.
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an efficient solution is possible. This is the case for k-out-of-n systems [27, 163, 164, 181, 392], certain series-
parallel systems [12, 43, 293, 380], read-once systems [11, 304], “regular systems” [42], and Horn systems
[421].

4.3 Graphical Models for Decision Making>’

A growing theme in algorithmic decision theory is the need to find compact representations of beliefs and
preferences. In recent years, the need to conserve memory in doing so has become more and more important.
In this context, probabilistic graphical models have emerged as a crucial tool for decision making, computer-
assisted diagnosis, and multivariate statistical analysis. These models use graphs to represent statistical
models, with nodes corresponding to random variables and edges encoding conditional dependencies [251].
Of particular interest are current directions of research concerning decision analytic applications, specifically
those involving “influence diagrams,” CP-nets, and GAI networks.

Influence diagrams include nodes corresponding to decisions and also nodes corresponding to utilities
[196, 385], and they are general tools for representing and solving problems in Bayesian decision theory.
They specify a decision problem on three levels: relational, functional, and numerical. The relational level
uses a graph with nodes and edges to specify dependencies between the problem’s variables. The functional
level describes the form of the dependencies, be they deterministic or stochastic. The numerical level provides
the final details of the decision problem specification. To evaluate an influence diagram is to find an optimal
policy and the optimal expected ultilty. Shachter [385] provided the original algorithm for direct evaluation
of influence diagrams. Subsequent algorithmic developments include the decision networks of [431] and the
LIMID (LImited Memory Influence Diagram) models of [252].

Most work to date on influence diagrams has focused on ways of manipulating the graph and the proba-
bility inputs so as to calculate the overall expected utility of any given decision strategy and, in particular,
to identify the optimal strategy that maximizes this utility. More recent developments have focused on
applications of influence diagrams to optimal sequential (or “multistage”) decision making [252] and on in-
fluence diagrams for causal modeling and inference [101]. In such applications, each decision can draw on the
entire prior history of actions and observations. The LIMID algorithms [252], for example, were developed
for sequential decision making applications where we only draw upon memory of the recent past (see Sec-
tion 4.1), thus greatly improving computational performance and greatly extending the range of applications
of influence diagrams. Of interest is the development and implementation of both exact and approximate
LIMID algorithms. The topic of graphical models of games [222, 227, 416] is related and it is of interest to
explore the extension of LIMIDs to multi-agent structures and games.

In many decision making applications, extracting and representing preferences is a key problem. We
discuss this problem in Section 4.6. Increasingly, whether because of the need to repeat preference elicitations
often as in repeated games (see Section 3.1) or because the decision maker is naive as in collaborative filtering
or recommender systems (see Section 2.1), it is important to be able to elicit preferences at least somewhat
automatically. Alternatively, one may have to concentrate on qualitative information rather than quantitative
information. CP-nets [47] were introduced as a tool to represent preferences succinctly and to provide ways
to make inferences about preferences. Several research challenges are central to the study of CP-nets. First,
how can one tell whether one outcome in a CP-net “dominates” another. This is in general a difficult
problem, indeed NP-complete under certain assumptions [47, 111]. Consistency testing is another challenge
with CP-nets. Here, one asks whether or not there is a cycle of dominance, resulting in an outcome that
is preferred to itself. In acyclic CP-nets, consistency is not necessarily the case, and testing for consistency
can be as hard as testing for dominance [59, 111, 172].

GAI networks [175] are graphical tools designed as tools to aid in the elicitation of utilities. They
keep track of dependencies between the different components of utilities in a multi-criteria context and the
sequence of questions a decision maker is asked in the elicitation process, and make use of the “generalized
additive independence” (GAI) assumption that goes back to Fishburn [136]. Because the GAI approach uses
utilities, it can be more powerful than the CP-net approach, but it is more “expensive” since there is a need
to elicit the utilities. Many questions about GAI networks remain for new research, including better ways
to construct them and how to elicit utilities using them.

30This section heavily uses the ideas and words of David Madigan. Thanks also to Alexis Tsoukias for providing ideas
concerning CP-nets and GAI networks.
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4.4 Decision-Theoretic Artificial Intelligence and Computer-based Reasoning
Systems3!

The complexity of real-world decision making problems has been reflected in recent years in new trends in
research in artificial intelligence. All areas of traditional AI research have been enhanced by increasing use of
mathematically grounded approaches to optimal decision making. Development of such formal approaches
calls for significant contributions from the computer science and mathematics communities, including oper-
ations research and statistics.

The connections between computer science and artificial intelligence arise in the analysis of problems of
representation, inference, and explanation in a decision-theoretic framework. There is considerable interest
in computational foundations of intelligent sensing, with a particular focus on methods for grappling with
incompleteness in representations and uncertainty about environments or situations. For instance, Bayesian
and decision-theoretic principles are used to understand the construction and operation of intelligent, flexible,
computer-based reasoning systems [201]. Theoretical issues arise in reasoning about beliefs and actions under
computational constraints [197, 203]. Real-world applications of these ideas include systems for performing
diagnosis and for prescribing ideal action for user interfaces [200]; other applications are to operating systems
[198], information retrieval [18], machine repair, and communications.

Some of the more fascinating research questions involve “information triage” and alerting that takes
human attention into consideration [200]. This involves a mix of computer science and behavioral science,
and includes topics such as multitasking and the understanding of interruption and recovery. Other research
problems involve methods for guiding computer actions in accordance with the preferences of people [198].
Optimization issues arise in trying to optimize the expected value of computational systems under limited
and varying resources. Work along these lines includes ideal “metareasoning” for guiding computation [202],
“continual computation” [199], and the construction of bounded-optimal reasoning systems—systems that
maximize the expected utility of the people they serve, given the expected costs of reasoning, the problems
encountered over time, and assertions about a system’s constitution [197]. Attacking these research challenges
will require methods from learning theory and decision making.32

In Section 2.9, we noted the need to extend decision theory from the formal approaches based on probabil-
ity distributions and additive utility functions to the use of symbolic approaches not requiring the imposition
of further hypotheses to quantify information. This is especially important in Al applications where the qual-
itative or symbolic is frequently more appropriate than the quantitative or numerical. This has given rise
to what is known as “qualitative decision theory” and has developed a rather extensive literature. For some
references, see [44, 45, 46, 62, 63, 64, 117, 118, 120, 125, 254, 255, 407, 424].

Another interesting direction of research involves “preferential entailment.” Doyle [112] and Shoham
[390] observed that a reasoning system with only simple inferencing capabilities is not able to take into
account preferences — a fundamental element of human capability to solve problems. Their suggestion was
to enhance inference systems, namely the ones able to perform nonmonotonic reasoning, with a relation
ordering the possible interpretations of a logical clause, in order to obtain “preferred” consequences instead
of only “true” ones. Such an idea has been explored by several other researchers under different perspectives:
[6, 60, 113, 114, 115, 161, 162, 242, 256]. Nevertheless, as Doyle and Wellman have shown [119] (see also
[124]), the problem of aggregating such orders leads to an impossibility result as in Arrow’s impossibility
theorem. In spite of these “negative results,” they lead to interesting research perspectives such as relaxing
the axiomatic framework in order to find a solution (see for instance [425]). Nice “possibility results” have
been obtained in the case of fusion of information [243, 244].

4.5 Efficient Instance-based Decision Making*?

In continuous-space control problems, the decision maker must take a series of actions based on a vector
of continuous values representing the evolving environmental state. Because the state space itself may be

31The author thanks Michael Littman for the ideas and some of the words in this section and Alexis Tsoukias for the material
and some of the words about qualititative decision theory and preferential entailment. This section, as well as several other
sections, has benefited from the very nice survey [413] by Tsoukias

32This paragraph borrows heavily from Eric Horvitz’ web page http://research.microsoft.com/%7Ehorvitz/.

33This section depends heavily on the ideas and words of Michael Littman.
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infinite, classical dynamic programming algorithms for decision making do not apply directly. In the ma-
chine learning community, researchers have been attracted to instance-based approaches (also known as
memory-based, case-based, or episode-based approaches). In instance-based decision making, state spaces
are constructed from examples of states experienced in interaction with the environment and relevant expe-
rience is “retrieved” by finding nearby examples to the current state [296]. Although a number of isolated
successful implementations have been described, many significant algorithmic problems remain. The decision
making process must be both effective—producing behavior that is appropriate to the problem at hand—and
efficient—executing within available computational bounds.

Creating effective instance-based algorithms is essentially an Al problem; it involves selecting the relevant
features of the problem and deciding on an optimization objective that is appropriate for important applica-
tions. Researchers have identified algorithms that are effective for challenging robotics problems like robot
juggling [296] and navigation [395] as well as artificial driving [141]. Instance-based approaches have also been
used in partially observable domains to select, decision-theoretically, actions to gain information [265, 281].
In instance-based learning and decision making, experience is broken down into a set of semi-independent
“episodes.” The set of all experienced episodes is stored in a database and treated as an environmental
“model” and the model is analyzed to determine reasonable courses of action from each of the experienced
states. During a novel episode, the database is consulted to identify “similar” episodes, and this information
is used to select an action appropriate to the current situation.

The instance-based approach requires effective algorithms. However, without efficient implementations of
these algorithms, instance-based decision making will be limited to working in toy examples. Critical issues
along these lines include studying nearest neighbor algorithms [78] to find ways to rapidly match current
sensor readings to experience, as well as improved algorithms for similarity computations such as shape
matching [323] to apply the instance-based approach to a variety of problem domains such as 3D vision.

There are a number of challenging research issues in the area of efficient instance-based decision making.
For example, how can systems use multiple resolution representations in the context of an effective and
efficient implementation? The motivation here is to find episodes that match the current episode in “broad
strokes” and to use this information to guide additional matching or decision making. Another question is:
How should an algorithm best make use of exploration to discover promising actions for the task at hand
in an unfamiliar environment? Polynomial time exploration algorithms have been articulated for discrete
state spaces [230]. How can these approaches be extended to continuous state spaces, perhaps exploiting
geometric constraints? Finally, one can ask: What are appropriate clustering algorithms for efficiently
analyzing large collections of experience to reduce computational demands for retrieval without sacrificing
effectiveness of decision making? Attacking these problems will require close coordination between experts
in machine learning and Al and those working on algorithm design and analysis.

4.6 Computational Approaches to Information Management in Decision Mak-
ing: Representation and Elicitation3*

Computational issues play an increasingly important role in decision making that involves massive, multi-
dimensional, diversely held and sometimes imprecise information. A successful approach to these emerging
multidisciplinary issues related to decision making in complex environments will require combining state-
of-the-art techniques and knowledge from theoretical computer science, decision theory and several social
science disciplines such as economics and psychology.

Efficient representation and elicitation of information is a prerequisite to successful decision making.
Gelman, et al. [167] make a similar point in a general discussion of decision making, in particular Bayesian
decision making, and its drawbacks without well-defined inputs. The issues of preference representation and
preference elicitation have been studied for years [136, 231], but the computational aspect of these problems
is becoming a focal point because of the need to efficiently deal with massive and complex information. In
Section 4.3, we briefly discussed the need to compactly represent preferences and discussed graphical models
such as CP-nets and GAI networks designed to aid in preference elicitation. The problems are illustrated by
combinatorial auctions, in which the decision maker has to elicit valuations, at least implicitly, from all agents,

34This section depends heavily on the ideas and words of several people. Alexis Tsoukids provided most of the material on
efficient representation and elicitation of information. Aleksandar Peke¢ helped with the overall writeup and Michael Rothkopf
provided helpful ideas.
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not only for all single items that are being auctioned off, but also for all plausible combinations of the items,
only to be faced with the allocation and pricing problem. (See also Section 3.2.) The problem of representing
and eliciting valuations for all subsets of an n-element set [110, 138] goes well beyond combinatorial auctions
and is of interest in decision making with multi-attribute valuations, in procedures for optimal bundling
of goods and services, etc. Even under rather simplified assumptions about relationships among these
subset valuations, exponentially many queries are required. However, many applications point to open
questions regarding special subinstances of this problem [138]. One challenge is to develop theoretical
guidelines for recognizing applicable situations in which efficient representation and elicitation procedures
exist. Furthermore, one should study efficient preference representation and elicitation procedures when the
structure of objects to be evaluated is more complex than, for example, subset structure. Such situations
occur frequently in legal reasoning, dynamic and sequential decision making, automatic decision devices,
collaborative filtering, etc. The topic has been addressed by researchers both in artificial intelligence and
decision theory. Of relevance are approaches using argumentation theory [351], finding efficient algorithms
for conditional preferences [48, 184], developing languages for computationally tractable preference models
[44], and discovering ways to learn preferences from holistic examples.

4.7 Computational Approaches to Information Management in Decision Mak-
ing: Aggregation®

Once the information is efficiently elicited and presented, a central problem in decision analysis becomes that
of aggregation; theoretical computer science can be useful in design of appropriate aggregation methods. In
many applications, information is represented by multiple attributes of different choice alternatives. This is
the case in the central decision analysis problem of aggregating estimates provided by a number of “experts”
about a set of parameters (with the parameters often being probabilities). One approach to aggregating
numerical estimates builds on the types of measurement theory concepts discussed in Section 2.3 in the
context of software and hardware measurement. Since the mid-80s, the so-called “model-based” or “supra-
Bayesian” approach has been developed for the problem. A second, related problem involves resolving
incoherence in the estimates of different probabilities by the same expert. Research on this problem in
recent years has been dominated by heuristic approaches.

In the model-based approach, the “supra-Bayesian decision maker” specifies beliefs about the accuracy
of each expert and, given the estimates provided, obtains posteriors for the parameters by Bayesian updat-
ing. The models used are usually normal or beta/binomial, or some other conjugate distributions, selected
mostly for computational expediency. However, we can easily find examples where these models lead to
counter-intuitive results. The normal distribution’s fast-decaying tails make it an inadequate model for a
human expert’s accuracy, but the use of other probability models presents computational challenges. A
possible alternative is to use a double-sided exponential distribution as the error model. This allows for the
computation of maximum a posteriori likelihood estimates with linear programming. LP can also be used to
compute confidence intervals, but we are left with the problem of mapping intervals to confidence levels. This
requires simulation of the posterior, and the development of efficient Markov-chain Monte Carlo (MCMC)
methods for this problem. An interesting approach is to use the maximum-volume ellipsoid inscribed in a
polyhedron (which can be computed by determinant maximization with second-order cone constraints) to
specify a distribution that results in an efficient MCMC method.

Finally, it is important to design efficient decision making procedures and methods. In many situations,
the process of preference representation and elicitation cannot be separated from the information aggregation
and trade-off assessments and neither can be separated from the process of selecting the best alternative
(making a decision) from the set of available ones. This interrelatedness is accentuated in situations where
the information holders might not have incentives to truthfully reveal information, such as in most compet-
itive environments, e.g., pricing and allocation decisions in auctions and markets, It is also accentuated in
situations where full elicitation is computationally infeasible, say, when eliciting valuations for all subsets
of an n element set for large n. In other cases, it is simply impossible because exact valuations are not
available. This direction of research combines theoretical computer science and microeconomic mechanism
design and relates to many interesting computational and algorithmic questions that are also important for

35In this section, the first two paragraphs are for the most part originally due to Miguel Lobo. In addition, Aleksandar Peke¢,
Mike Rothkopf, and Alexis Tsoukias all provided ideas and words on which this section is based.
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both business (procurement auctions, business-to-business markets) and government (regulation of electric-
ity markets, allocation of property rights such as those for use of frequencies in telecommunications). There
is a lively body of research in this area [317, 318, 327, 368].

5 Concluding Remarks

In recent years, the interplay between computer science and biology has tranformed major parts of biology
into an information science and led to major scientific breakthroughs such as the sequencing of the human
genome. Along the way, this has also led to significant new challenges for and developments in important
areas of modern computer science, database search for example. The interplay between computer science
and decision theory, and more generally between computer science and the social sciences, is not nearly as
far along. Moreover, the problems that arise are spread over a myriad of different disciplines. However, the
developments that have already taken place have already achieved a unique momentum of their own, and
one can expect more and more exciting outcomes as the partnerships between computer scientists and social
scientists expand and mature in the years ahead.
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