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Personalized PageRank

Assume a directed graph with n nodes
and m edges

Given source s, target t, and stopping probability o
e Start a random walk from s

e At each step, stop with probability «, else
continue

Then Personalized PageRank from s to ¢ is

7s(t) = P[Walk from s stops at ]



Motivation: Personalized Search

Results for adam

ADAM LAMBERT " @adamlambert
Singer | Songwriter | Actor | Host

TommydJoe Ratliff © @ TommyJoeRatiff

“w"Instagram: TommyJoeScissorhands / Vine:
TommyJoe Ratliff / Musician, Vampire, & Guitar player
for Adam Lambert *v* facebook com/tommyjoeratlif. ..

Adam D'Angelo @adamdangelo
CEO of Quora

Adam Rugel @Adam
Hello

AdamSerwer = @ AdamSerwer

Reporter @omsnbc. | like cats and nerd stuff. | also
fight crime. Mostly loitering.
adam.serwer@nbcuni.com tinyletter.com/adserwer

Save

+% Follow

+% Follow

+% Follow

+% Follow

+2 Follow



Motivation: Personalized Search

Results for adam

Re-ranked by PPR

Name Description

ADAM LAMBERT " @adamlambert
Singer | Songwriter | Actor | Host Adam cTO :

Messinger —_—
TommyJoe Ratliff & @TommyJoeRatlif Adam
myrnstagram: TommyJoeScissorhands / Vine: DAngelo CEO of Quora
TommyJoe Ratliff / Musician, Vampire, & Guitar play (webpage)
for Adam Lambert "v* facebook_com/tommyjoeratlif. Adam

Technology Reporter, Bloomberg News

Satanano o o3
Adam D'Angelo @adamdangelo webpage sstaciane adembelhapc/k coglasimdl
CEOQ of Quora

Rocket scientist, intermittent gardener, master

Adam of mars, and dangerous dinner guest.
Adam Rugel @Adam Steltzner Co-founder of Adam and Trisha's dog and
Hello baby farm

Adam Rugel Hello

. we ¢

AdamSerwer @ AdamSerwer
Reporter @msnbc. | like cats and nerd stuff. | also Reporter @msabce. [ like cats and nerd stuff |
fight crime. Mostly loitering. AdamSerwer | also fight crime. Mostly lostening
adam.serwer@nbcuni.com tinyletter. com/adserwer | (webpage) adam serwer @nbcuni com https./tco
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Applications

e P lized Web S h ~N
Personalized Web search (o 0gle
* Product Recommendation
[Baluja, et al, 2008]
* Friend Recommendation You T“he

(SALSA)

[Gupta et al, 2013] Who to follow

Search Twitter

Stat Fact 1~ 9 Follow
One statistics tip per day M-F from

JohnDCook. See also @ProbFact
CompSciFact, and @SciPyTip
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Tweets
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3 new Tweets

Aapo Kyrola
, GraphChi used for computational biology: homes.di.unimi.it/valentini/pape...
Results: As fast as in-memory computation, way faster than Neod;.

550 949 9329

Rohit
@ This is big. theguardian.com/science/2014/m... Primordial Gravitational waves
‘seen’ in polarization of early light. #Einstein

f— (3 View summary

Who to follow - Refresh - viewal

 D-Lab @ MIT Gt
o Safewav Safewa P-Lak March 26: Follow-up @harvest_fuel webinar to March 5th *Charcoal Briquette

SaFEwaY P0G  Mazen v Enterprise Development” @dlab_mit @harvest_fuel...
". Follow ¥

..) Discovery News
NEWS . Follow

K’I Mncheal michea
) y Vinod Kone a 1
9 Follow a Mark McBride @mcev - 4m
matasar you know that's like me clowning you for the links in DMs debacle

Mark McBride “mccy
today I'm responding to all iMessages with “congratulations!".

1 more reply

Popular accounts - Find friends

—

Trends Change
#StPatricksDay
L'Wren Scott
#NCAA
Venezuela

Ben Matasar
mccv So?

Eater SF Geatersf - 6r
Check out the scene at @offthegridsf’s Fort Mason opening night, see what's
new this year. eater.cc/1iwewsR pic.twitter.com/cjSXQMdOdn

Jim Irsay

DRC

#mem
#luckoftheirish
#startups
Modi
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0 to follow - Refresh - View all
CKM Advisors 2CKMAdvI...

2 Follow Promoted

L " _ - ry
Q Followed by Utkarsh Srivast...
SIWS

+2 Follow

Shiv Ramamurthi ©mogro...
‘- Followed by Stanford Alumn...

2 Follow

Popular accounts - Find friends

Tweets

1 new Tweet

Aneesh Sharma @aneeshs - 4m
Feeling lucky to be at #analytics2014 with @ashishgoel @johnsirois @pankaj

sgurumur for our #edelmanaward presentation. Go #teamtwitter!
Expand

John Sirois @johnsirois - 5m
Hanging out with @ashishgoel @sgurumur @pankaj @aneeshs

analytics2014. Special thanks to our #edelmanaward coaches John Birge &
Carrie
Beam

Expand

Followed by Peter Fenton.
NewRelic @newrelic - Mar 11
@ 4 Essential Tips from the Coding CEQ. How New Relic CEO Lew Cime still
builds product: blog.newrelic.com/2014/03/11/sxs...
Promoted by NewRelic
Expand




Applications

* Community Detection

— Personalized PageRank
[Yang, Lescovec 2015],[Andersen, Chung, Lang 2006]



Estimation Goal

Given G, «, start node s, target ¢, and
min probability 0, estimate

s (1)

within relative error ¢ when 74(t) > ¢

Want only 74(t) not entire w, € R"

Since average of 7y is % we set 0 = %
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The Challenge

* Every user has different score vector: Full pre-
computation: O(n?)

 Computing from scratch previously took Q(n)
time—several minutes on Twitter-2010
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Previous Algorithms Summary

 Monte-Carlo: Sample random walks.

* (Local) Power-lIteration: Iteratively improve
estimates based on recursive equation
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Running Time per 7T (t) Estimate (s)

Results Preview (Experiment)
Runtime on Twitter-2010 (1.5 billion edges)

500

400

300

200

100

0

3s

Bidirectional

6 min

Monte
-Carlo

Power
lteration

Mean relative error set to =10% for all algorithms.
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Results Preview (Theory)

* Task: estimate 7 (t) of size %within relative
error ¢

* Previous Algorithms:

TV \e—

— Monte Carlo: () (—2) # Nodes
€

— Power Iteration/ (2(m )— # Edges

Local Update:

e Bidirectional Estimator O~ (\/m)

for average target: €

On Twitter-2010, n=40M, m=1.5B, /m =40K
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Generalizations

* Arbitrary starting distributions.
Uniform = Global PageRank
in average time O(y/m)

 Other Walk Length Distributions like Heat Kernel
(used in community detection oster, leich 20141 (chung 20071):
Our estimator is 100x faster on 4 graphs

* Arbitrary Discrete Markov Chain
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Previous Algorithm: Monte-Carlo

y [Avrachenkov, et al 2007]

Sample random walks from s, and return
estimate

7s(t) = Fraction of walks ending at ¢

Running time for € relative error if 7(¢t) > ¢:

o(h)
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Previous Algorlthm Local Update

[Andersen, et al 2007]

* Computes r(t) from all s to a single t

* Works from t backwards along edges, updating
Personalized PageRank estimates locally.

* Running time for average t:
qd «——— Average Degree

~ 5 < Additive Error Y



Local Update Background

Recursive Definition:

1 X
[s(f) = [Mp=g+ (1- D)d— "y ()
oTz 08 V2N
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Local Update Example

p'(v) : estimates m, (¢)
rt(v) : residual value to be pushed back

After O iterations

X p=0.00
r=0.20
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Local Update Example

p'(v) : estimates m, (¢)
rt(v) : residual value to be pushed back

After 1 iteration

(@\pfo.oo p=0.20
r=0.16 r=0.00
® ¢t

®/'
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Local Update Example

p'(v) : estimates m, (¢)
rt(v) : residual value to be pushed back

P=0.00 after 2 iterations

r=0.00
p=0.16 p=0.20
r=0.00 r=0.13
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Local Update Example

p'(v) : estimates m, (¢)
rt(v) : residual value to be pushed back

P=0.00 after 3 iterations

r=0.00
p=0.16 p=0.33
r=0.10 r=0.00
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Local Update Example

p'(v) : estimates m, (¢)
rt(v) : residual value to be pushed back

P=0.00 after 4 iterations

r=0.12
p=0.16 p=0.33
r=0.10 r=0.00
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Local Update Example

p'(v) : estimates m, (¢)
rt(v) : residual value to be pushed back

P=0.31after 40 iterations

r=0.00
p=0.44 p=0.55
r=0.00 r=0.00

. . . t
Given rmax, continue until Yo, r*(v) < rpax.
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Analogy: Bidirectional Shortest Path

d 2d'/? = O (x@)
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Bidirectional Estimation

The estimates p and residuals r satisfy a loop
invariant [Anderson et al 2007]'

(t) —|— Z 7TS

’UEV < rmaX’

Reinterpret the residuals as an expectation!
ma(t) =p'(s) +a ! E [r'(v)

~Ts —
< TmaX
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Bidirectional-PPR Algorithm

Given (s, t), run local update to threshold

Imax tO get (pt,r?)
Sample random walks from s to form
7s(v) = Fraction of walks stopping at v

Return

p'(s) +a~t Y ws(v)rt(v)
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Number of samples

Every walk gives a sample, with

— Maximum valuer, .

— Expected value at least

Number of walks needed to get a (1 +/- ?)-
approximation with high probability =

0("ey) =0 (75)
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Bidirectional-PPR Example

N1010—|—1OO9
~ 30, 50:
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Theoretical Results

Bidirectional-PPR, estimates 74(t) of
1

size - within relative error e (with high

probability).

Average Running Time (¢ chosen uniformly):
o(%)

€
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Forward vs Reverse Work Trade-off

More Reverse Push More Walks

Fewer Walks Fewer Reverse Pushes
. . ~ T ax d
Average Running time = O (” pax rmax)

2
Forward Reverse

Walks Pushes »



Theoretical Results
Given O (\/_) pre-computation and stor-

age per node, worst case running time is

()

€

Time-Space Trade-off

[Lofgren, Banerjee, Goel, Seshadhri 2014; Lofgren, Banerjee, Goel 2015]
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Problem: Unbalanced
Forward and Reverse Runtlme

<1000 s Reverse

0.5 s Forward

10
5 ﬁ — FAST PPR Forward
10"l - - FAST-PPR Reverse 7
10° 7
— .7
vy 10 7
10° e S
g X / (
L 10-1 ///
o+ g
C 107 e
> Y
(a'et 10_3{ //
I /
104 | < 0.1 ms Reverse
10 | i
10-6 V—9 HH“-S — HHM—7 — HHM-G — HHM—S — HHM—4 — HHH-B
10 10 10 10 10 10 10

Global PageRank of Target
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Heuristic: Balancing
Forward and Reverse Runtlme

107

[— “FAST-PPR Forward /<—f—1000 s Reverse
10° | — — FAST-PPR Reverse R
.02 || — Balanced FAST-PPR Forward /// ;

| - - Balanced FAST-PPR Reverse . <« 50s Forwa rd

and Reverse
0.5 s Forward

=
o
o

Runtime (s)

o | Median is
el B | 25 ms Forward
wip e 0.1 ms Reverse |and Reverse
10° | i ‘
+
10-6 9 ‘ “HH“-S ‘ “““‘1—7 ‘ “HH“-G ‘ “HH“—S ‘ “““‘1—4 ‘ ‘HHH-B
10 10 10 10 10 10 10

Global PageRank of Target

34



Experiments

Dataset Type # Nodes | # Edges
DBLP-2011 | undirected 986K 6.7M
Pokec directed 1.6M 30.6M
LiveJournal | undirected 4.8M 69M
Orkut undirected 3.1M 117M
Twitter-2010 directed 42M 1.5B
UK-2007-05 directed 106 M 3.7B
Teleport prob. aa = 0.2

Minimum ppr 0 = %

Parameters chosen so mean empirical relative error ~ 10%
s ~ uniform random, ¢ ~ global PageRank
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Running Time per 7s (t) Estimate (ms)

Experimental Results: 70x Faster

Running Time (Targets ~PageRank)

. I Eidirectional-

1000000 Smin PPR

B FAST-PPR
100000 ZOS Local
“ Update
10000 3 S I Monte-Carlo
1000
100 I 50 I
o B ol |
. B ]
Dblp Live Journal Twitter-2010
Pokec Orkut UK-Web

Mean relative error set to =10% for all algorithms.
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Alternative Estimator for Undirected
Graphs

Key property: 7s(t) = fj—gm(s)

We push forwards from s, and take
random walks from t.

Result: We can estimate m4(t) larger than

% 1n worst-case time

nni s (1) - (W)

€

a—0 O

with relative error € with high probability.
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Alternative Algorithm for Undirected
Graphs

* Loop Invariant of push-forward algorithm [Andersen,
Chung, Lang, 2006]

ms(t) = p*(t) + Y 7 (v)my (t)

veV
 Use symmetry, and then interpret as expectation

w0 = rO+ Y (Feme )




Alternative Algorithm for Undirected
Graphs

* Loop Invariant of push-forward algorithm [Andersen,
Chung, Lang, 2006]

Ts(t) = p

* Use symmetry,

m() = m() )
= v+ B Td(v )dt:




Running time for Undirected Graphs

|
O

~ 1 maxd
Running Time | 4 :
O€?

|
@F
YN
N
—
>,
|
Q.
o~
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Open Problems

Get rid of the dependence on degree, to get an
amortized bound of O(+1/2)

Get a worst-case bound of O(m?/2) for directed
graphs under the condition that the target has a

nigh global PageRank

oreserve Personalizec
for Personalized Page

Build an index around

Find sharding and sampling algorithms that

PageRank (eg. a sparsifier
Rank?)

Personalized PageRank to

enable network based Personalized Search
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Open Problems

Get rid of the dependence on degree, to get an
amortized bound of O(+1/2)

Get a worst-case bound of O(m?/2) for directed
graphs under the condition that the target has a

nigh global PageRank

oreserve Personalizec
for Personalized Page

Build an index around

~ind sharding and sampling algorithms that

PageRank (eg. a sparsifier
Rank?)

Personalized PageRank to

enable network based Personalized Search
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Personalized Search Problem

Given

— A network with nodes (with keywords) and edges
(weighted, directed)—Twitter

— A query, filtering nodes to a set T— “People
named Adam”

— A user s (or distribution over nodes) —me

Rank the approximate top-k targets by ()
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Personalized Search Problem

Baselines:

— Monte Carlo: Needs many walks to find enough
samples within T unless T is very large

— Bidirectional-PPR to each t: Slow unless T is small

Challenge: Can we efficiently find top-k for any
size of T?

ldea: Modify Bidirectional-PPR to sample t € T
in proportion to 7, (t)

44



Personalized Search Example

\
N /5 e/
tzlPeople Named

Searchmg User / Adam
Expand targets

Random walks
To sample a target:
layer 1: sample (a,b,c) w.p. (0, 10%, 90%)
Layer 2: b—> t,
c—> sample (t;, t, t3) w.p (56%, 22%, 22%)
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Personalized Search Running Time
Runtime on Twitter-2010 (1.5 billion edges)

— Monte Carlo
— Bidirectional-PPR
3 — Bidirectional-PPR-Sampling

100}

[E
-
o
o

—
= O

o
[N

Running Time per Search (s)

10 100 1000 10,000
Target Set Size
Precision@3 set to 90% for all algorithms.

Significant Pre-computation (3-30MB per keyword)
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Personalized Search Result

Theorem: Using O (ny/m) storage, we can
sample a target ng times from a distribu-
tion approximating w4 (t)|t € T in time

. \/mlns
(0

In Experiments, ng =

Jm

€
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Demo
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Abstract - Cited by 1152 (5 self) - Add to MetaCart

49



GOL)S]Q
Scholar

Articles
Case law

My library

Any time

Since 2015
Since 2014
Since 2011
Custom range...

Sort by relevance
Sort by date

+ include patents
v include citations

B Create alert

entropy computer network

- I
About 528,000 results (0.05 sec)
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proposed in this paper. The paper put forward the concept of network entropy from the point

of view of the security characteristic change of computer network after it was attacked. The ...
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M Bishop - Security & Privacy, |EEE, 2003 - ieeexplore.ieee.org
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Demo

Task: Find applications of entropy in computer networking.

personalizedsearchdemo.com

Keyword: entropy Personalize to Author Name: Nick McKeown Exclude Author's papers: Search

20 of 17193 Results — Monte Carlo

Encode-then-encipher encryption: How to exploit nonces or redundancy in
plaintexts for efficient cryptography

1.42E-5

by Minir Bellare, Phillip Rogaway

We invastigate the following approach to symmetric encryption: first encode the message via some keyless transform, and then
encipher the encoded message, meaning apply a permutation FK based on a shared key K. We provid ...

Entropy Of ATM Traffic Streams: A Tool For Estimatin 0S Parameters

B.0E-6

by M.G. Duffield, J.T. Lewis, Neil O'Connell, Raymond Russell, Fergal Toomey , 1995

this paper, we are concerned with the components of cell-loss and cell-delay which are attributable to a single buffer of finite size.
The QoS parameters we are concerned with are: ...

Thermodynamic Probability Theory: Some Aspects Of Large Deviations

5.9E-6

by J.T. Lewis, C.-E. Pfister, 1993

this paper. The probability measures which are studied in the theory of large deviations are the distributions of random variables
taking values in a topological space X, so that they are measures on a topological space ...

LeZi-Update: An Information-Theoretic Approach to Track Mobile Users in PCS
Networks

5.5E-6

by Amiya Bhattacharya, Sajal K. Das , 1999

The complexity of the mobility tracking problem in a cellular environment has been characterized under an informationtheoretic
framework. Shannon's entropy measure is identified as a basis for comparing user mobility mod ...
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Distributed PageRank

* Problem: Computing PageRank on graph too
large for one machine.

e Algorithm:
— Shard edges randomly,

— compute on each machine
— average results

e Basic idea: Duplicate edges from low-degree
nodes. Gives an unbiased” estimator.
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Sharded Global PageRank Accuracy on
Twitter-2010

U.40

0.40}
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