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Figure 5. Prover overhead normalized to native execution cost for two computations. Prover overheads are generally enormous.

Walfish, Blumberg ’15
“An additional bottleneck is memory: the prover must materialize a transcript of a computation's execution.”

Walfish, Blumberg ’15
Verifiable Computation

Our focus:
- Prover efficiency
- Computational assumptions
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If PIR = FHE, just need efficient "random-access" to PCP.

No-Signaling PCP with efficient prover

PCP verifier

PCP proof \pi
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BFLS already known to be complexity-preserving? [BC12, BTVW14] with non-deterministic computations
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NOT proving NS-soundness of BFLS for deterministic circuits

**Part 1:** Turing / RAM Machines → (non-succinct) deterministic circuits

**Part 2:** (part of) BFLS prover efficiency despite non-succinctness.
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Configuration:
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leaves = memory

Important for BFLS:
Graph is “regular”!

no Merkle trees!

no routing networks!
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Additional Challenges

• Other (sum-check) polynomials

• Getting rid of KRR’s augmented circuit

• Prover efficiency under somewhat homomorphic encryption
  • Low multiplicative degree, \( O(1) \) field operations per step
  • Space stays \( S + \text{poly}(\kappa) \), not \( S \cdot \text{poly}(\kappa) \)
## Summary

<table>
<thead>
<tr>
<th>Assumptions</th>
<th>Prover Time</th>
<th>Prover Space</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>No-Signaling PCPs [KRR, ...]</strong></td>
<td>PIR</td>
<td>$\geq T^3 S^3$</td>
</tr>
<tr>
<td><strong>SNARKs [BC,BCCT, ...]</strong></td>
<td>Non-Falsifiable</td>
<td>$T \cdot \text{poly}(\kappa)$</td>
</tr>
<tr>
<td><strong>Succinct Garbling [GHRW, KLW, ...]</strong></td>
<td>Obfuscation/ multilinear maps</td>
<td>$T \cdot \text{poly}(\kappa)$</td>
</tr>
<tr>
<td>[this work]</td>
<td>“Slightly”</td>
<td>$T \cdot \text{poly}(\kappa)$</td>
</tr>
<tr>
<td></td>
<td>Homomorphic Encryption</td>
<td></td>
</tr>
</tbody>
</table>
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  low “asymmetric” degree (GSW) even better