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Big Data: What is the Big deal? 

http://www.google.com/trends/explore#q=%22big%20data%22!
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Big Data: What is the Big deal? 

  Smart Cities: 50% of the world population lives in cities  
–  Census, crime, emergency visits, taxis, public transportation, real estate, 

noise, energy, … 
–  Make cities more efficient and sustainable, and improve the lives of their 

citizens                 http://cusp.nyu.edu/ 
–  Success stories: Mike Flowers and NYC inspections 

  Enable scientific discoveries: science is now data rich 
–  Petabytes of data generated each day, e.g., Australian radio telescopes, 

Large Hadron Collider, climate data, … 
–  Social data, e.g., Facebook, Twitter (2,380,000 and 2,880,000 results in 

Google Scholar!) 

  Data is currency: companies profit from Big Data 
–  Better understand customers, targeted advertising, … 

3,180,000  3,410,000  
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Big Data: What is the Big deal? 

  Big data is not new: financial transactions, call detail 
records, astronomy, … 

  What is new: 
- Many more data enthusiasts 
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Big Data: What is the Big deal? 

  Big data is not new: financial transactions, call detail 
records, astronomy, … 

  What is new: 
- Many more data enthusiasts 
- More data are widely available, e.g., Web, data.gov, 
scientific data, social and urban data 
- Computing is cheap and easy to access 

–  Server with 64 cores, 512GB RAM ~$11k 
–  Cluster with 1000 cores ~$150k 
–  Pay as you go: Amazon EC2 
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Big Data: What is hard? 

  Scalability for computations? NOT! 
–  Lots of work on distributed systems, parallel databases, … 
–  Elasticity: Add more nodes! 

  Scalability for people: Data integration and exploration is hard 

algorithms 

visual encodings 

provenance 

data curation 

data integration 

statistics 

data management  

machine learning 

interaction modes 

math 

data knowledge 

regardless of whether data are big or small 
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(Big) Data Exploration: Desiderata 

  Tools and techniques that aid people find, integrate, and 
explore data 

  Automate as much as possible tedious tasks 
  Enable data enthusiasts/experts analyze their data 
  Usability is a Big issue 
  Key ingredients (that we work on) 

–  Data integration 
–  Visualization and visual analytics  
–  Data and provenance management 
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(Big) Data Analysis Pipeline 

http://cra.org/ccc/docs/init/bigdatawhitepaper.pdf!
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Structured Data Everywhere 

  Millions of online databases [Madhavan, CIDR 2007] 



10 ViDA Center Juliana Freire 

Structured Data Everywhere 

data.gov 

https://data.cityofnewyork.us 
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Information Integration: Challenges 

  Information integration is hard, even at  
a small scale 
  One notable example:  
New York City gets 25,000 illegal-
conversion complaints a year, but it has 
only 200 inspectors to handle them.  
Flowers’ group integrated information from 
19 different agencies that provided 
indication of issues in buildings 
Result: hit rate for inspections went from 
13% to 70% 
Integration took several months… 
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Information Integration: Challenges 

  Information integration is hard, even at a small scale 
   ’Big data’ is harder… 

–  Large, heterogeneous and noisy data 
–  Great variation in both the structure and how values are represented 

  ’Big data’ is easier… 
–  Lots of examples  
–  Many potential sources of similarity 
 

  Need scalable and usable approaches 
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Big Data Integration Problems and Solutions 

  Synthesizing products for online catalogs [Nguyen et al., 
VLDB 2011] 
–  800k offers, 1000 merchants, 400 product categories 

  Integrating online databases [Nguyen et al., CIKM 2010] 
–  4,500 web forms, 33,000 form elements 

  Matching multi-lingual Wikipedia infoboxes [Nguyen et al., 
VLDB 2012] 
–  ~9,000 infoboxes 

  Integrating NYC data 
–  Still looking for a solution J 



14 ViDA Center Juliana Freire 

Wikipedia and Multilingualism 

  There are articles in over 270 languages! 
  A disproportionate number of Wikipedia documents are in 

English and out of reach for many people 
–  328M EN speakers, EN Wikipedia 20% 
–  178M PT speakers, PT Wikipedia 3.7% 
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Wikipedia and Multilingualism 

  There are articles in over 270 languages! 
  A disproportionate number of Wikipedia documents are in 

English and out of reach for many people 
–  328M EN speakers, EN Wikipedia 20% 
–  178M PT speakers, PT Wikipedia 3.7% 

  Important to support multilingual queries –  give users 
access to a larger segment of Wikipedia 

  Enrich Wikipedia by integrating information in different 
languages  
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Querying Wikipedia in Multiple Languages 
Find the genre and studio that produced the film “The Last 

Emperor” 
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Multilingual Wikipedia Integration: Challenges 

  Goal: Identify correspondences  
between attributes 
  Using dictionaries and                                                      

translation is not sufficient:  
starring – elenco original vs                                                                     

  estrelando 

  WordNet is incomplete for many                              
languages 

  Infoboxes across languages are not comparable – overlap 
can be small 

  Label similarity can be misleading: e.g., editor – editora 
  Attribute values are heterogeneous and sometimes 

inconsistent, e.g., is the running time 160 or 165 minutes? 
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Related Work 

  Cross-language infobox alignment: 
–  [Adar et al., 2009]: train a classifier to identify cross-language 

infobox alignments  (English, German, French and Spanish) 
Require training data – which may not be available for under-

represented languages 
–  Bouma et al., 2009: rely on identical values or on the existence 

of a cross-language path between values (English and Dutch) 
High precision, low recall 

–  Effective only for to languages that are morphologically similar 
  Cross-language ontology alignment  

–  [Fu et al. and Santos et al.]: Machine translation + monolingual 
ontology matching algorithms  

–  Well-defined and clean schema –  Wikipedia infoboxes are 
heterogeneous and loosely defined 

–  Do not take values into account 
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Our Approach: WikiMatch [Nguyen et al., VLDB 2012] 

  Group infoboxes and attributes * 
  Combine similarity information from multiple sources:  

–  Attribute correlation * 
–  Value similarity  
–  Link structure 

  Apply a multi-step approach to minimize error 
propagation and to increase recall * 
–  Prioritize high-confidence correspondences 

  Benefits: 
–  No need for external resources such as bilingual dictionaries, 

thesauri, ontologies, or automatic translator 
–  No need for training * 

Big Data considerations 
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Matching Entity Types across Languages 

  Group infoboxes based on their 
types [Nguyen et al., CIKM2012] 

  Use cross-language links to 
cluster infoboxes across 
languages 

  Intuition: If a set of infoboxes 
belonging to entity type T often 
link to infoboxes in a different 
language of type T’, then it is   
likely that types T and T’ are 
equivalent 
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Matching Entity Types across Languages 

     
                 Type(film) = Type(filme) = Type(phim) 

Type = film Type = filme Type = phim 
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Computing Cross-Language Similarity 

  Comparing pairs of infoboxes is not effective – too much 
heterogeneity 

  Leverage the large number of  infoboxes to build a super-
schema for each type: Given a type T, create schema ST 
where each attribute a in ST  is associated with a set v of 
values that occur in infoboxes of type T for attribute a 

  Problem: Given two super-schemata ST and S’T for a type 
T, in languages  L and L’ respectively, our goal is to 
identify correspondences between attributes in these 
schemata 

  Our approach: Combine similarity for different components 
of the schemata – link structure, value, correlation 
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Cross-Language Value Similarity 

  Given attributes a1 and a2 in languages L and L’ respectively:  
vsim(a1,a2) = cos(v1,v2) 

  But values are represented differently in different languages, 
resulting in low value similarity 

vnascimento   ={1963:1, Irlanda:1, 18 de Dezembro 1950:1, Estados Unidos:2}  
vborn         ={1963:1, Ireland:1, June 4 1975:1, United States: 3} 

  Automatically create a dictionary from language L to L’ [Oh et 
al., 2008]  

For each article A in L with a cross-language link to article A’ in 
L’, add an entry to the dictionary that translates the title of 
article A to the title of article A’ 
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Automatically Create a Dictionary 

DICTIONARY 
Estados Unidos: United States 
República da Irlanda: Republic of Ireland 
Dezembro: December 

Cross-
language  
link 

Cross-
language  
link 

Cross-
language  
link 
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Compute Similarity for Translated Values 

  Given attributes a and a’ , vsim(a,a’) = cos(vt
a,va’) 

vnascimento   ={1963:1, Irlanda:1, 18 de Dezembro 1950:1, Estados Unidos:2}  
vt

nascimento ={1963:1, Ireland:1, December 18 1950:1, United States:2}  
 vborn         ={1963:1, Ireland:1, June 4 1975:1, United States: 3} 
 vsim(nascimento, born) = cos(vt

nascimento,vborn’) = 0.62  
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Link Structure Similarity 

Cross- 
language  
link 
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Link Structure Similarity 

  The link structure set of an attribute in an entity type 
schema S is the set of outgoing links for all of its values 

  Let ls(a) = {la|i = 1..n} and ls(a’) = {la’ |j = 1..m} be the link 
structure sets for attributes a and a’ 

  The link structure similarity between these attributes is 
measured as: linksim(a,a’) = cos(ls(a),ls(a’)).  
lsnascimento  = {Irlanda:1, Estados Unidos:2}  
lsborn          ={Ireland:1, United States:3}  
lsim(nascimento,born) = cos(lsnascimento, lsborn) = 0.99 

  Link similarity can be misleading: 
lsrelease date ={1975:1, 1998:2, United States: 3}  
lsquốc gia/country={Việt Nam:2, Hoa Kỳ:4} 
lsim(released date,quốc gia) = cos(lsreleased date, lsquốc gia) = 0.72 
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Attribute Similarity: Correlation and LSI 

  LSI has been used to match terms across languages in 
free text 

  Here, we use LSI as a correlation measure for structured 
data 

  Create a set of dual-language infoboxes 
–  E.g., actor-ator 

  Build a co-occurrence matrix and  
apply SVD 
  Cross-language synonyms are  
represented by similar vectors 
  Intra-language synonyms are  
represented by distinct vectors 

d1 d2 d3 d4 d5 . . . dn LSI vsim lsim Attribute Pair
born 1 0 1 0 1 . . . 1 0.99 0.45 0.73 born; nascimento
died 0 1 1 1 1 . . . 1 0.94 0.91 0.83 falecimento; morte
other names 1 1 0 0 1 . . . 1 0.92 0.65 0.71 died; falecimento
spouse 0 1 1 1 0 . . . 0 0.73 0.73 0.26 spouse;cônjuge
cônjuge 1 0 1 1 0 . . . 0 0.39 0.60 0.38 died; nascimento
falecimento 1 1 0 1 0 . . . 0 0.25 0.68 0.73 died;morte
morte 0 0 1 0 1 . . . 1 0.20 0.47 0.00 other names; outros nomes 
nascimento 1 0 1 0 1 . . . 1 0.12 0.51 0.54 born; morte
outros nomes 0 1 1 0 1 . . . 1 0.00 0.95 0.58 nascimento; falecimento

EN
PT

(a) Co-occurrence matrix

d1 d2 d3 d4 d5 . . . dn LSI vsim lsim Attribute Pair
born 1 0 1 0 1 . . . 1 0.99 0.45 0.73 born; nascimento
died 0 1 1 1 1 . . . 1 0.94 0.91 0.83 falecimento; morte
other names 1 1 0 0 1 . . . 1 0.92 0.65 0.71 died; falecimento
spouse 0 1 1 1 0 . . . 0 0.73 0.73 0.26 spouse;cônjuge
cônjuge 1 0 1 1 0 . . . 0 0.39 0.60 0.38 died; nascimento
falecimento 1 1 0 1 0 . . . 0 0.25 0.68 0.73 died;morte
morte 0 0 1 0 1 . . . 1 0.20 0.47 0.00 other names; outros nomes 
nascimento 1 0 1 0 1 . . . 1 0.12 0.51 0.54 born; morte
outros nomes 0 1 1 0 1 . . . 1 0.00 0.95 0.58 nascimento; falecimento

EN
PT

(b) Candidate pairs sorted by LSI
Figure 2: Some attributes for Actor in Pt-En

Bertolucci that links to an article for this director in En-
glish. Similarly, the value of attribute Direção in Figure 1(b)
links to an article for this director in Portuguese. Because
of the multilingual nature of Wikipedia, the two articles
for Bernardo Bertolucci are linked by a cross-language link.
Similar to Bouma et al. [5], we leverage this feature as an-
other source of similarity. In this example, the link structure
information helps us determine that <Directed by,Direção>
match. We define the link structure set of an attribute in an
entity type schema S as the set of outgoing links for all of its
values. Given two attributes, the larger the intersection be-
tween their link structures, the more likely they are to form
a correspondence. Two values are considered equal if their
corresponding landing articles are linked by a cross-language
link. Let ls(a) = {lia|i = 1..n} and ls(a0) = {lja0 |j = 1..m}
be the link structure sets for attributes a and a0. The link
structure similarity lsim between these attributes is mea-
sured as: lsim(a, a0) = cos(ls(a), ls(a0)).

For attribute values which have links, the di↵erence be-
tween value and link similarity lies in using Wikipedia href
links in two ways: their anchor texts (vsim) and their target
URI article names (lsim). Since attribute values are hetero-
geneous (anchor texts referring to the same entity may be
di↵erent, e.g., “United States” and “USA”) and not all val-
ues have links, both vsim and lsim are necessary.
Attribute Correlation. Correlation has been successfully
applied in holistic strategies to identify correspondences in
Web form schema matching [15, 27, 34]. There, the intu-
ition was that synonyms should not co-occur in a given form
and therefore, they should be negatively correlated. For a
given language, the same intuition holds for attributes in an
infobox—synonyms should not appear together. However,
for identifying cross-language correspondences, the opposite
is true: if we combine the attribute names for corresponding
infoboxes across languages creating a dual-language infobox
schema, cross-language synonyms are likely to co-occur.
While previous works applied absolute correlation mea-

sures for all attribute pairs, we use Latent Semantic Indexing
(LSI) [7]. Our inspiration comes from the CLIR literature,
where LSI was one of the first methods applied to match
terms across languages [20]. But while LSI has traditionally
been applied to terms in free text, here we use it to estimate
the correlation between schema attributes.

Let D = {di|i = 1..m} be the set of dual-language in-
foboxes associated with entity type T , and A = {aj |j =
1..n} the set of unique attributes in D. In the occurrence
matrix M(n⇥m) (with n rows and m columns), M(i, j) = 1
if attribute ai appears in dual-language infobox dj , and
M(i, j) = 0 otherwise. Each row in the matrix corresponds
to the occurrence pattern of the corresponding attribute over
D. See Figure 2(a) for an example of such a matrix. We ap-
ply the truncated singular value decomposition (SVD) [20]

to derive fM = UfSfV
T
f by choosing the f most impor-

tant dimensions and scaling the attribute vectors by the top
f singular values in matrix S. SVD causes cross-language
synonyms to be represented by similar vectors: if attribute
names are used in similar infoboxes, they will have similar
vectors in the reduced representation. This is what makes
LSI suitable for cross-language matching.
To measure the correlation between attributes in di↵erent

languages, we compute the cosine between their vectors. For
attributes in the same language, we take the complement of
the cosine between their vectors, and if the attributes co-
occur in an infobox, we set the LSI score to 0 as they are
unlikely to be synonyms. Thus, in WikiMatch, the LSI score
for attributes ap and aq is computed as:

LSI(ap, aq) =

8
<

:

cosine(�!ap,
�!aq) if ap in L ^ aq in L0

0 if ap, aq in IL or IL0

1� cosine(�!ap,
�!aq) if ap ^ aq in L or L0

For attributes in the same language, a LSI score of 1 means
they never co-occur in a dual-language infobox. Conse-
quently, they are likely to be intra-language synonyms. In
contrast, for attributes in di↵erent languages, a LSI score of
1 means they co-occur in every dual-language infobox. Thus,
they have a good chance of being cross-language synonyms.
Note that, as illustrated in Figure 1, corresponding in-

foboxes are not parallel, i.e., there is not a one-to-one map-
ping between attributes in the two languages. As a conse-
quence, LSI is expected to yield uncertain results for cross-
language synonyms. And when rare attributes are present,
the same outcome will be observed for intra-language syn-
onyms. As we discuss in Section 4, when used in isolation,
LSI is not a reliable method for cross-language attribute
alignment. However, if combined with the other sources of
similarity, it contributes to high recall and precision.
Advantages of using LSI for finding cross-language syn-

onyms include: (i) all attribute names are transformed into
a language-independent representation, thus there is no need
for translation; (ii) external resources such as dictionaries,
thesauri, or automatic translators are not required; (iii) lan-
guages need not share similar words; and (iv) LSI can im-
plicitly capture higher order term co-occurrence [18].
We have examined other alternatives for computing at-

tribute correlations, including the measures used in [15, 27,
34]. However, since these were defined to identify synonyms
within one language, they cannot be directly applied to
our problem. We have also extended them to consider co-
occurrence frequency in the dual infoboxes, but as we discuss
in Appendix B, LSI outperforms all of them. This can be
explained in part by the dimensionality reduction achieved
by SVD and the consideration of the co-occurrence patterns
of LSI for attribute pairs over all dual-language infoboxes.

3.3 Deriving Correspondences
The e↵ectiveness of any given similarity measure varies

for di↵erent attributes and entity types. For example, two
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Attribute Correlation and LSI (cont.) 

  Compute the cosine between vectors 

LSI(ap,aq) = 1  
            à intra-language synonyms, if same language 

               à  cross-language synonyms, if different languages 
  Because cross-language infoboxes are not parallel, LSI by 

itself,ß is not sufficient 
–  Need to combine LSI with other similarity measures 

 

d1 d2 d3 d4 d5 . . . dn LSI vsim lsim Attribute Pair
born 1 0 1 0 1 . . . 1 0.99 0.45 0.73 born; nascimento
died 0 1 1 1 1 . . . 1 0.94 0.91 0.83 falecimento; morte
other names 1 1 0 0 1 . . . 1 0.92 0.65 0.71 died; falecimento
spouse 0 1 1 1 0 . . . 0 0.73 0.73 0.26 spouse;cônjuge
cônjuge 1 0 1 1 0 . . . 0 0.39 0.60 0.38 died; nascimento
falecimento 1 1 0 1 0 . . . 0 0.25 0.68 0.73 died;morte
morte 0 0 1 0 1 . . . 1 0.20 0.47 0.00 other names; outros nomes 
nascimento 1 0 1 0 1 . . . 1 0.12 0.51 0.54 born; morte
outros nomes 0 1 1 0 1 . . . 1 0.00 0.95 0.58 nascimento; falecimento

E
N

P
T
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(b) Candidate pairs sorted by LSI
Figure 2: Some attributes for Actor in Pt-En

Bertolucci that links to an article for this director in En-
glish. Similarly, the value of attribute Direção in Figure 1(b)
links to an article for this director in Portuguese. Because
of the multilingual nature of Wikipedia, the two articles
for Bernardo Bertolucci are linked by a cross-language link.
Similar to Bouma et al. [5], we leverage this feature as an-
other source of similarity. In this example, the link structure
information helps us determine that <Directed by,Direção>
match. We define the link structure set of an attribute in an
entity type schema S as the set of outgoing links for all of its
values. Given two attributes, the larger the intersection be-
tween their link structures, the more likely they are to form
a correspondence. Two values are considered equal if their
corresponding landing articles are linked by a cross-language
link. Let ls(a) = {lia|i = 1..n} and ls(a0) = {lja0 |j = 1..m}
be the link structure sets for attributes a and a0. The link
structure similarity lsim between these attributes is mea-
sured as: lsim(a, a0) = cos(ls(a), ls(a0)).

For attribute values which have links, the di↵erence be-
tween value and link similarity lies in using Wikipedia href
links in two ways: their anchor texts (vsim) and their target
URI article names (lsim). Since attribute values are hetero-
geneous (anchor texts referring to the same entity may be
di↵erent, e.g., “United States” and “USA”) and not all val-
ues have links, both vsim and lsim are necessary.
Attribute Correlation. Correlation has been successfully
applied in holistic strategies to identify correspondences in
Web form schema matching [15, 27, 34]. There, the intu-
ition was that synonyms should not co-occur in a given form
and therefore, they should be negatively correlated. For a
given language, the same intuition holds for attributes in an
infobox—synonyms should not appear together. However,
for identifying cross-language correspondences, the opposite
is true: if we combine the attribute names for corresponding
infoboxes across languages creating a dual-language infobox
schema, cross-language synonyms are likely to co-occur.

While previous works applied absolute correlation mea-
sures for all attribute pairs, we use Latent Semantic Indexing
(LSI) [7]. Our inspiration comes from the CLIR literature,
where LSI was one of the first methods applied to match
terms across languages [20]. But while LSI has traditionally
been applied to terms in free text, here we use it to estimate
the correlation between schema attributes.

Let D = {di|i = 1..m} be the set of dual-language in-
foboxes associated with entity type T , and A = {aj |j =
1..n} the set of unique attributes in D. In the occurrence
matrix M(n⇥m) (with n rows and m columns), M(i, j) = 1
if attribute ai appears in dual-language infobox dj , and
M(i, j) = 0 otherwise. Each row in the matrix corresponds
to the occurrence pattern of the corresponding attribute over
D. See Figure 2(a) for an example of such a matrix. We ap-
ply the truncated singular value decomposition (SVD) [20]

to derive fM = UfSfV
T
f by choosing the f most impor-

tant dimensions and scaling the attribute vectors by the top
f singular values in matrix S. SVD causes cross-language
synonyms to be represented by similar vectors: if attribute
names are used in similar infoboxes, they will have similar
vectors in the reduced representation. This is what makes
LSI suitable for cross-language matching.

To measure the correlation between attributes in di↵erent
languages, we compute the cosine between their vectors. For
attributes in the same language, we take the complement of
the cosine between their vectors, and if the attributes co-
occur in an infobox, we set the LSI score to 0 as they are
unlikely to be synonyms. Thus, in WikiMatch, the LSI score
for attributes ap and aq is computed as:

LSI(ap, aq) =

8
<

:

cosine(�!ap,
�!aq) if ap in L ^ aq in L0

0 if ap, aq in IL or IL0

1� cosine(�!ap,
�!aq) if ap ^ aq in L or L0

For attributes in the same language, a LSI score of 1 means
they never co-occur in a dual-language infobox. Conse-
quently, they are likely to be intra-language synonyms. In
contrast, for attributes in di↵erent languages, a LSI score of
1 means they co-occur in every dual-language infobox. Thus,
they have a good chance of being cross-language synonyms.

Note that, as illustrated in Figure 1, corresponding in-
foboxes are not parallel, i.e., there is not a one-to-one map-
ping between attributes in the two languages. As a conse-
quence, LSI is expected to yield uncertain results for cross-
language synonyms. And when rare attributes are present,
the same outcome will be observed for intra-language syn-
onyms. As we discuss in Section 4, when used in isolation,
LSI is not a reliable method for cross-language attribute
alignment. However, if combined with the other sources of
similarity, it contributes to high recall and precision.

Advantages of using LSI for finding cross-language syn-
onyms include: (i) all attribute names are transformed into
a language-independent representation, thus there is no need
for translation; (ii) external resources such as dictionaries,
thesauri, or automatic translators are not required; (iii) lan-
guages need not share similar words; and (iv) LSI can im-
plicitly capture higher order term co-occurrence [18].

We have examined other alternatives for computing at-
tribute correlations, including the measures used in [15, 27,
34]. However, since these were defined to identify synonyms
within one language, they cannot be directly applied to
our problem. We have also extended them to consider co-
occurrence frequency in the dual infoboxes, but as we discuss
in Appendix B, LSI outperforms all of them. This can be
explained in part by the dimensionality reduction achieved
by SVD and the consideration of the co-occurrence patterns
of LSI for attribute pairs over all dual-language infoboxes.

3.3 Deriving Correspondences
The e↵ectiveness of any given similarity measure varies

for di↵erent attributes and entity types. For example, two
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Combining Similarity Measures 

M={died ~ falecimento} 
–  p1=<died, morte> 
–  p2=<died, nascimento> 
LSI(nascimento,falecimento) = 0 
–  p1 is integrated to M, but not p2.  
–  M={died~ falecimento ~morte} 

u  Group attributes with the same 
label, and for each group 
aggregate their values 

u  For each pair of attribute groups, 
compute similarities and sort by 
LSI, eliminating tuples whose  
LSI < TLSI 

u  <ap,aq> is a match if : 
max(vsim(ap,aq),lsim(ap,aq)) > Tsim  

u  Grow match set carefully 
u  Revise uncertain matches 
(see Nguyen et al., VLDB2012 for details) 
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Experimental Evaluation 

  Data: Wikipedia infoboxes related to movies in English (En), 
Vietnamese (Vn) and Portuguese (Pt) 
–  Portuguese and English are morphologically similar, but Vietnamese is 

different from both; Vietnamese is under-represented 
–  Construct dual-language infoboxes for Vn-En (659) and Pt-En (8,898) 

  Ground truth: A bilingual expert labeled as correct or incorrect 
all the correspondences containing attributes from the two 
language pairs (Pt-En 315; Vn-En 160) 

  Metrics: Weighted precision and recall to account for important 
attributes 

  Baselines consisted of multiple configurations for 
–  LSI  
–  Coma++ (schema matching and translation) 
–  Bouma (values and cross-language links) 
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Effectiveness: High Precision and Recall 
Portuguese-English 

Type WikiMatch Bouma COMA++ LSI 
P R F P R F P R F P R F 

film 0,97 0,95 0,96 0,79 0,99 0,88 0,99 0,95 0,97 0,01 0,20 0,02 
show 1,00 0,89 0,94 0,82 0,68 0,75 0,98 0,52 0,68 0,07 0,05 0,06 
actor 1,00 0,52 0,68 1,00 0,24 0,39 0,70 0,52 0,60 0,15 0,26 0,19 
artist 1,00 0,72 0,84 1,00 0,55 0,71 1,00 0,34 0,51 0,75 0,50 0,60 
channel 0,80 0,69 0,74 1,00 0,33 0,50 0,89 0,56 0,68 0,26 0,40 0,32 
company 0,86 0,87 0,87 1,00 0,53 0,69 0,95 0,70 0,81 0,67 0,74 0,71 
comics ch. 0,97 0,87 0,92 0,99 0,65 0,79 0,99 0,77 0,86 0,37 0,53 0,43 
album 1,00 0,93 0,96 1,00 0,69 0,82 1,00 0,77 0,87 0,56 0,48 0,52 
adult actor 0,84 0,59 0,69 1,00 0,26 0,41 0,73 0,43 0,54 0,22 0,19 0,20 
book 0,80 0,75 0,77 0,75 0,58 0,66 0,75 0,66 0,70 0,15 0,36 0,21 
episode 0,81 0,90 0,85 0,86 0,32 0,47 1,00 0,38 0,55 0,09 0,17 0,12 
writer 1,00 0,49 0,65 1,00 0,22 0,36 1,00 0,27 0,43 0,60 0,49 0,54 
comics 0,92 0,65 0,76 1,00 0,13 0,23 0,91 0,45 0,61 0,00 0,00 0,00 
fictional ch. 1,00 0,69 0,82 1,00 0,06 0,11 0,81 0,81 0,81 0,36 0,37 0,36 

Avg 0,93 0,75 0,82 0,94 0,45 0,55 0,91 0,58 0,69 0,30 0,34 0,31 
Vietnamese-English 

Type WikiMatch Bouma COMA++ LSI 
P R F P R F P R F P R F 

film 1,00 0,99 0,99 1,00 0,99 0,99 1,00 0,91 0,95 0,65 0,62 0,63 
show 1,00 0,88 0,93 1,00 0,36 0,53 1,00 0,61 0,76 0,57 0,49 0,53 
actor 1,00 0,49 0,66 1,00 0,28 0,44 1,00 0,39 0,56 0,49 0,35 0,41 
artist 1,00 0,65 0,79 1,00 0,32 0,48 1,00 0,25 0,40 0,72 0,50 0,59 

Avg 1,00 0,75 0,84 1,00 0,49 0,61 1,00 0,54 0,67 0,61 0,49 0,54 
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Effectiveness: High Precision and Recall 
Portuguese-English 

Type WikiMatch Bouma COMA++ LSI 
P R F P R F P R F P R F 
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Effectiveness: High Precision and Recall 
Portuguese-English 

Type WikiMatch Bouma COMA++ LSI 
P R F P R F P R F P R F 
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Effectiveness: High Precision and Recall 
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Type WikiMatch Bouma COMA++ LSI 
P R F P R F P R F P R F 
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Results at Different Thresholds 

  TLSI should be low and TSim should be high 

WikiMatch is robust to a wide variation of 
thresholds 
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Impact on Query Evaluation 

  Run 10 queries in Pt and Vn 
  Translate each query into En using our correspondences 

and run them 
  Choose the top 20 answers for each run and give to an 

evaluator who rated each answer (scores from 1 to 5) 
  Measure cumulative gain (CG) 
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Summary 

  WikiMatch provides a scalable approach to match 
infoboxes in different languages 
–  Obtains high precision and recall 

  No need for training 
  Works for languages that are not syntactically similar and 

that are under-represented 
  Future Work: Improve Wikipedia 

–  Apply framework to more languages and entity types 
–  Use results to identify inconsistencies and improve coverage for 

Wikipedia in multiple languages 
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Data Integration: Big Data Considerations 

  Best effort invariably leads to errors: Automate with care! 
  Lots of heterogeneity, but many examples –  can use 

correlation! 
–  Find multiple sources of similarity 
–  Combine them prudently 

  Rule of thumb: try to avoid error propagation –  prioritize 
high-confidence matches  

  Ideally, algorithms should allow tuning for recall or precision 
  Evaluation is challenging 

–  How to evaluate the other 267 language pairs? 
–  How to check 800k offers? 
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Big Data Integration: Some Guidelines 

Forms Infoboxes 
Group forms of the same type 
and attributes with the same 
label 

Group infoboxes of the same type 
and attributes with the same 
label 

Use multiple sources of similarity Use multiple sources of similarity 
Label, values, correlation Link, values, correlation 
Label and value similarity 
reinforce correlation 

Link and value similarity reinforce 
correlation 
 

Use high-confidence matches to 
find additional correspondences 

Use high-confidence matches to 
find additional correspondences 

[Nguyen et al., CIKM 2010] 
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(Big) Data Analysis Pipeline 

http://cra.org/ccc/docs/init/bigdatawhitepaper.pdf!
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Data Analysis and Visualization 

  Visualization is essential for exploring large volumes of data 
–  “A picture is worth a thousand words’’ 

  Pictures help us think [Tamara Munzner] 
–  Substitute perception for cognition 
–  Free up limited cognitive/memory resources for higher-level 

problems 

  Active area of research 
  Many open problems… 
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Visualization Research @NYU Poly 

  Visualization Algorithms and Visual Representations 
–  Large-data, streaming, parallel algorithms, etc. 
–  "Smart” visualization algorithms (i.e., integration with machine 

learning) 
–  Spatial-temporal data 

  Visualization Systems 
–  VisTrails, BirdVis, DEFOG, VisCareTrails, PedVis, UV-CDAT, 

TaxiVis, etc. 

  Visualization Evaluation 
–  Formal techniques for evaluating correctness and effectiveness of 

techniques (e.g., using EEG brain waves to measure “effort” for 
understanding plots) 
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Exploring Big Urban Data 

  More than half of the world’s population lives in urban areas 
  Through the large volumes of data are being collected and 

stored, it is possible to transform urban science 
  Vision:  
Enable researchers, decision makers, and citizens to perform 
complex analyses over an unprecedented collection of data 
sets never integrated before. 
 
Enable cities to deliver services effectively, efficiently, and 
sustainably. 
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Exploring Urban Data: NYC Taxis Online Submission ID: 270

(a)

(b) (c) (d) (e)

Fig. 2. Taxis as sensors of city life. The plot on the top show the number of trips vary over 2011 and 2012. While some patterns are regular and
appear on both years, some anomalies are clear, e.g., the drops in August 2011 (Hurricane Irene) and in October 2012 (Hurricane Sandy). In the
bottom, we show pickups (blue) and dropoffs (orange) in Manhattan on May 1st from 7am to 11am. Each map corresponds to a distinct one-hour
interval. Notice that from 8-10am, there are virtually no trips recorded along 6th Avenue, indicating the traffic was blocked.

column names onto shelves for visual variables. Compared to these,
our model is unique in that the visual operations were designed to sup-
port spatio-temporal queries over OD data. These systems were de-
veloped to deal with tabular data. Consequently, they can also support
spatio-temporal queries over data stored in tables. However, specify-
ing spatio-temporal selections and comparing them in general systems
such as Tableau can be challenging. Another difference between our
model and Tableau’s is that the latter provides a visual interface for
users to construct queries—it does not support direct querying over
the visualized data.

Visual query models have been proposed for spatio-temporal
data [12, 14, 9]. They infer queries from the topology of query
sketches specified by the users. Like our model, these works aim to
achieve expressiveness. However, they have important limitations that
make them unsuitable for our problem. First, were designed for con-
tinuous spatio-temporal data, i.e., when full trajectories are recorded.
Second, their “dictionary” of visual representations is very complex—
users need to master a number of logic operators and visual syntax,
what negatively impacts usability.

3 DATA AND DESIGN REQUIREMENTS

3.1 New York City Cab Data
The data used in this study consist of records, provided by Taxi and
Limousine Commission of New York City, for all medallion taxi trips
in 2009, 2011, and 2012. The data was provided as CSV files with a
total size of approximately 120 GB and containing over 540 million
trips. Each trip record consists of: trip id, taxi id, driver id, pickup
location, dropoff location, pickup date and time, dropoff date and time,
traveled distance, fare amount, tip amount and toll amount. Taxi and
driver ids were anonymized so as to avoid the linking of records to the
actual taxi medallion and taxi driver’s license. Note that the trajectory
of a trip is not recorded, the data set only contains information about

pickup and dropoff events, and the total traveled distance.

3.2 Desiderata for Visual Exploration

We have carried out interviews with domain experts to better under-
stand the questions they want to pose against these data. We have
identified different classes of queries the experts want to perform. The
first one has to do with understanding the dynamics of the city, i.e.,
summaries of how different aspects of the data vary over time. For
example, “What is the average trip time from Midtown to the airports
during weekdays?” or “How the taxi fleet activity varies during week-
days?”. The second kind of exploration refers to understanding par-
ticular events at a given time such as “How was the taxi activity in
a particular area affected during a presidential visit” or “How did the
movement patterns changed during a major weather event?”. Experts
also need to study different regions. For example, to understand the
frequency of cabs in different neighborhoods. They should also should
be able to mix these different types of queries and drill down from a
summary query to an individual event.

Another important class of queries they need to perform are com-
parisons. They need to compare patterns that may vary across space
and time, and at different scales. For example, “How the movement
changes between Midtown and JFK throughout the day, and over dif-
ferent days of the week”; or starting with queries about a specific
neighborhood (“What are the movement patterns between the Mid-
town and JFK?”) and then generalizing it to cover all the neighbor-
hoods in Manhattan.

Currently, the analyses carried out by the experts are mostly confir-
matory. They first partition the data in small pieces, load these pieces
onto general purpose analysis tools such as R, MatLab, Stata, and use
basic filters and visual tools to verify their hypotheses. They need to
split the data because these tools are not able to handle large data. Not
only is this process tedious, but it also prevents them from performing

3

  Taxis as sensors for NYC: from economic activity and 
human behavior to mobility patterns 
“What is the average trip time from Midtown to the 
airports during weekdays?'’  
“How the taxi fleet activity varies during weekdays?’’ 
“How was the taxi activity in Midtown affected during a presidential 
visit?'’ 
“How did the movement patterns change during Sandy?” 
“Where are the popular night spots?” 
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Exploring Urban Data: NYC Taxis Online Submission ID: 270

(a)

(b) (c) (d) (e)

Fig. 2. Taxis as sensors of city life. The plot on the top show the number of trips vary over 2011 and 2012. While some patterns are regular and
appear on both years, some anomalies are clear, e.g., the drops in August 2011 (Hurricane Irene) and in October 2012 (Hurricane Sandy). In the
bottom, we show pickups (blue) and dropoffs (orange) in Manhattan on May 1st from 7am to 11am. Each map corresponds to a distinct one-hour
interval. Notice that from 8-10am, there are virtually no trips recorded along 6th Avenue, indicating the traffic was blocked.

column names onto shelves for visual variables. Compared to these,
our model is unique in that the visual operations were designed to sup-
port spatio-temporal queries over OD data. These systems were de-
veloped to deal with tabular data. Consequently, they can also support
spatio-temporal queries over data stored in tables. However, specify-
ing spatio-temporal selections and comparing them in general systems
such as Tableau can be challenging. Another difference between our
model and Tableau’s is that the latter provides a visual interface for
users to construct queries—it does not support direct querying over
the visualized data.

Visual query models have been proposed for spatio-temporal
data [12, 14, 9]. They infer queries from the topology of query
sketches specified by the users. Like our model, these works aim to
achieve expressiveness. However, they have important limitations that
make them unsuitable for our problem. First, were designed for con-
tinuous spatio-temporal data, i.e., when full trajectories are recorded.
Second, their “dictionary” of visual representations is very complex—
users need to master a number of logic operators and visual syntax,
what negatively impacts usability.

3 DATA AND DESIGN REQUIREMENTS

3.1 New York City Cab Data
The data used in this study consist of records, provided by Taxi and
Limousine Commission of New York City, for all medallion taxi trips
in 2009, 2011, and 2012. The data was provided as CSV files with a
total size of approximately 120 GB and containing over 540 million
trips. Each trip record consists of: trip id, taxi id, driver id, pickup
location, dropoff location, pickup date and time, dropoff date and time,
traveled distance, fare amount, tip amount and toll amount. Taxi and
driver ids were anonymized so as to avoid the linking of records to the
actual taxi medallion and taxi driver’s license. Note that the trajectory
of a trip is not recorded, the data set only contains information about

pickup and dropoff events, and the total traveled distance.

3.2 Desiderata for Visual Exploration

We have carried out interviews with domain experts to better under-
stand the questions they want to pose against these data. We have
identified different classes of queries the experts want to perform. The
first one has to do with understanding the dynamics of the city, i.e.,
summaries of how different aspects of the data vary over time. For
example, “What is the average trip time from Midtown to the airports
during weekdays?” or “How the taxi fleet activity varies during week-
days?”. The second kind of exploration refers to understanding par-
ticular events at a given time such as “How was the taxi activity in
a particular area affected during a presidential visit” or “How did the
movement patterns changed during a major weather event?”. Experts
also need to study different regions. For example, to understand the
frequency of cabs in different neighborhoods. They should also should
be able to mix these different types of queries and drill down from a
summary query to an individual event.

Another important class of queries they need to perform are com-
parisons. They need to compare patterns that may vary across space
and time, and at different scales. For example, “How the movement
changes between Midtown and JFK throughout the day, and over dif-
ferent days of the week”; or starting with queries about a specific
neighborhood (“What are the movement patterns between the Mid-
town and JFK?”) and then generalizing it to cover all the neighbor-
hoods in Manhattan.

Currently, the analyses carried out by the experts are mostly confir-
matory. They first partition the data in small pieces, load these pieces
onto general purpose analysis tools such as R, MatLab, Stata, and use
basic filters and visual tools to verify their hypotheses. They need to
split the data because these tools are not able to handle large data. Not
only is this process tedious, but it also prevents them from performing

3

  Data are big and complex 
–  Multiple variables:  spatial temporal + trip attributes 
–  Large collection: 520 million trips -- ~500k trips/day 

  Queries and analyses are hard to specify 
  Domain scientists are unable to explore the whole data 
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Managing Data 

  Raw data: 
–  3 years: 2009, 2011, and 2012 
–  150 GB in 48 CSV files 
–  520M trips total  

  After ETL: 
–  50GB in binary format 
–  12 fields with 2 temporal spatial attributes 
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Visualizing Data 

trips in an hour
trips in a day

too much information!

trips in a day
using level of detail and heat maps
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Data Exploration: A Two-Phase Process 

  Data selection: Specify query constraints 
  Visual analysis 

–  Investigate selected data through visualization 
–  Discover regions of interest 
–  Define new data selections for further exploration 

We unify the two through visual operations 
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Visual Data Selection 

SELECT  * 
FROM    trips 
WHERE pickup_time in (5/1/11,5/7/11)    

            AND    
     dropoff_loc in “Times Square” 
  AND    
     pickup_loc  in “Gramercy” 

 

Interactively explore data 
through the map view and plot 
widgets 
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TaxiVis: Visually Exploring NYC Taxi Data 

  New model  that allows users to visually query taxi trips, 
easily select and compare different spatial-temporal slices 
–  Data selection through visual manipulations 
–  Use visualization to explore selected data 

u  Support for origin-destination queries that enable the study 
of mobility across the city 

u  Use multiple coordinated views to allow comparisons, and 
brushing to support query refinements 

u  Use of adaptive level-of-detail rendering and heat maps to 
generate clutter-free visualization for large results 

u  Scalable system that provides interactive response times 
for spatio-temporal queries over large data 
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Visual Query Model 

  Data selection by visual operations 
  Each data selection can be assigned a different visual 

representation 
–  Spatial context is maintained in the map view  

  Query Expressiveness [Peuquet 1994]  
–  when + where ➔ what 
–  when + what ➔ where 
–  where + what ➔ when 
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The Effects of Sandy: Temporal Comparison 
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Analyzing Movement 

Online Submission ID: 270

Visual Exploration of Big Spatio-Temporal Urban Data:
A Study of New York City Cab Trips

Category: Research

Fig. 1. Comparison of trips from Lower Manhattan to JFK and LGA airports in May 2011. Using our visual query model it is possible
to easily select and compare different data slices. The query on the left selects trips that occured on Sundays, while the one on the
right selects trips that occured on Mondays. Users specify these queries by visually selecting regions on the map and connecting
them. In addition to inspecting the results depicted on the map, i.e., the dots corresponding to pickups and dropoffs of the selected
trips, they can also explore these results through visualization. For example, the scatter plots below the maps show the relationship
between hour of the day and trip duration for the selected trips. Points in the plot are colored according to the spatial constraint
represented by the arrows between the regions: trips to JFK in blue, and trips to LGA in red. Note that many trips on Monday between
3PM and 5PM take much longer than the vast majority of trips on Sundays. This suggests that people should avoid going to the
airports during this period.

Abstract— As increasing volumes of urban data are captured and become available, new opportunities arise for data-driven analysis
which can help the government improve services and make evidence-based decisions regarding policies and practices. In this paper,
we focus on a particularly important urban data set: taxi trips. Taxis are valuable sensors and information associated with taxi
trips can provide unprecedented insight into many different aspects of a city life, from economic activity and human behavior to
mobility patterns. But analyzing these data presents many challenges. The data are complex and contain geographical and temporal
components, in addition to multiple variables associated with each trip. Consequently, it is hard to specify exploratory queries and to
perform comparative analyses (e.g., compare different regions over time). This problem is compounded due to the scale of the data.
We propose a new model that allows users to visually query taxi trips and easily select and compare different spatial-temporal slices.
Besides standard analytics queries, the model supports origin-destination queries that enable the study of mobility across the city. We
show that this model is able to express a wide range of spatio-temporal queries, and it is also flexible in that not only can queries be
composed but also different aggregations and visual representations can be applied, allowing users to flexibly explore the results. We
have built a scalable system that implements this model. The system provides interactive response times; makes use of an adaptive
level-of-detail rendering strategy to generate clutter-free visualization for large results; and shows hidden details to the users in a
summary through the use of overlay heat maps. We present a series of case studies motivated by traffic engineers and economists
that show how our model (and system) enable domain experts to perform tasks that were previously unattainable for them.

Index Terms—spatio-temporal queries, urban data

1 INTRODUCTION

For the first time in history, more than half of the world’s population
lives in urban areas. Enabling cities to deliver services effectively,
efficiently, and sustainably is among the most important undertakings

in this century. While in the recent past decision makers and social
scientists faced significant constraints in obtaining the data needed to
understand city dynamics and evaluate policies and practices, data are

1
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Fig. 2. Taxis as sensors of city life. The plot on the top show the number of trips vary over 2011 and 2012. While some patterns are regular and
appear on both years, some anomalies are clear, e.g., the drops in August 2011 (Hurricane Irene) and in October 2012 (Hurricane Sandy). In the
bottom, we show pickups (blue) and dropoffs (orange) in Manhattan on May 1st from 7am to 11am. Each map corresponds to a distinct one-hour
interval. Notice that from 8-10am, there are virtually no trips recorded along 6th Avenue, indicating the traffic was blocked.

column names onto shelves for visual variables. Compared to these,
our model is unique in that the visual operations were designed to sup-
port spatio-temporal queries over OD data. These systems were de-
veloped to deal with tabular data. Consequently, they can also support
spatio-temporal queries over data stored in tables. However, specify-
ing spatio-temporal selections and comparing them in general systems
such as Tableau can be challenging. Another difference between our
model and Tableau’s is that the latter provides a visual interface for
users to construct queries—it does not support direct querying over
the visualized data.

Visual query models have been proposed for spatio-temporal
data [12, 14, 9]. They infer queries from the topology of query
sketches specified by the users. Like our model, these works aim to
achieve expressiveness. However, they have important limitations that
make them unsuitable for our problem. First, were designed for con-
tinuous spatio-temporal data, i.e., when full trajectories are recorded.
Second, their “dictionary” of visual representations is very complex—
users need to master a number of logic operators and visual syntax,
what negatively impacts usability.

3 DATA AND DESIGN REQUIREMENTS

3.1 New York City Cab Data
The data used in this study consist of records, provided by Taxi and
Limousine Commission of New York City, for all medallion taxi trips
in 2009, 2011, and 2012. The data was provided as CSV files with a
total size of approximately 120 GB and containing over 540 million
trips. Each trip record consists of: trip id, taxi id, driver id, pickup
location, dropoff location, pickup date and time, dropoff date and time,
traveled distance, fare amount, tip amount and toll amount. Taxi and
driver ids were anonymized so as to avoid the linking of records to the
actual taxi medallion and taxi driver’s license. Note that the trajectory
of a trip is not recorded, the data set only contains information about

pickup and dropoff events, and the total traveled distance.

3.2 Desiderata for Visual Exploration

We have carried out interviews with domain experts to better under-
stand the questions they want to pose against these data. We have
identified different classes of queries the experts want to perform. The
first one has to do with understanding the dynamics of the city, i.e.,
summaries of how different aspects of the data vary over time. For
example, “What is the average trip time from Midtown to the airports
during weekdays?” or “How the taxi fleet activity varies during week-
days?”. The second kind of exploration refers to understanding par-
ticular events at a given time such as “How was the taxi activity in
a particular area affected during a presidential visit” or “How did the
movement patterns changed during a major weather event?”. Experts
also need to study different regions. For example, to understand the
frequency of cabs in different neighborhoods. They should also should
be able to mix these different types of queries and drill down from a
summary query to an individual event.

Another important class of queries they need to perform are com-
parisons. They need to compare patterns that may vary across space
and time, and at different scales. For example, “How the movement
changes between Midtown and JFK throughout the day, and over dif-
ferent days of the week”; or starting with queries about a specific
neighborhood (“What are the movement patterns between the Mid-
town and JFK?”) and then generalizing it to cover all the neighbor-
hoods in Manhattan.

Currently, the analyses carried out by the experts are mostly confir-
matory. They first partition the data in small pieces, load these pieces
onto general purpose analysis tools such as R, MatLab, Stata, and use
basic filters and visual tools to verify their hypotheses. They need to
split the data because these tools are not able to handle large data. Not
only is this process tedious, but it also prevents them from performing

3

7-8am 8-9am 9-10am 10-11am 

Five Boro Bike Tour 
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Night Life in NYC: Saturday vs. Monday 
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TaxiVis in Action (video) 
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CabFinder App 
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Summary 

  Easy-to-use system to interactively explore large 
multivariate spatial-temporal data 

  Future and ongoing work:  
–  Apply to other urban mobility data, e.g., data from the NYC bike 

share program 
–  Support additional data layers: weather, gas prices, news, tweets, 

etc. 
–  Utilize parallel processing  
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Visualization: Big Data Considerations 

  There is a limit to what can fit in a screen, or that we can 
understand 
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Visualization: Big Data Considerations 

  There is a limit to what can fit in a screen, or that we can 
understand 

  Interactivity is key, but challenging for Big Data 
–  Map Reduce has very high latency 
–  RDBMS and even main-memory databases can be slow 

  Need better integration between data management and 
visualization components [Fekete and Silva, DEB 2012] 
–  Designed specialized index  

  Need usable tools designed for data enthusiasts –  both for 
data management and visualization 



63 ViDA Center Juliana Freire 

Conclusions and Future Work 

  Data exploration is challenging for both small and big data –  need 
tools that are easy to use 

  Data integration at scale 
–  Need automated methods that provide at least a starting point 
–  Big data creates challenges but it is also an enabler: many samples, multiple 

sources of similarity 

  Visualization is a powerful tool for data exploration 
–  Its use is growing! [Halevy and McGregor, DEB 2012] 
–  E.g., Google Fusion Tables 
–  Need better integration with data management systems– ”visualization tools 

often implement from scratch their own main-memory databases” [Fekete 
and Silva, DEB 2012] 

–  Challenging to design appropriate visual representations 

  Analysis and visualization of large structured data opens up new 
opportunities and many challenges for computer science 
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