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Abstract
We prove the existence of tolls to induce multicommod-
ity, heterogeneous network users that independently choose
routes minimizing their own linear function of tolls versus
latency to collectively form the traffic pattern of a minimum
average latency flow. This generalizes both the previous
known results of the existence of tolls for multicommodity,
homogeneous users [1] and for single commodity, heteroge-
neous users [3].

Unlike previous proofs for single commodity users in
general graphs, our proof is constructive - it does not rely on
a fixed point theorem - and results in a simple polynomial-
sized linear program to compute tolls when the number of
different types of users is bounded by a polynomial.

We show that our proof gives a complete characteriza-
tion of flows that are enforceable by tolls. In particular, tolls
exist to induce any traffic pattern that is the result of mini-
mizing an arbitrary function fromRE(G) to the reals that is
nondecreasing in each of its arguments. Thus, tolls exist to
induce flows with minimum average weighted latency, mini-
mum maximum latency, and other natural objectives.

We give an exponential bound on tolls that is indepen-
dent of the number of network users and the number of com-
modities. We use this to show that multicommodity tolls also
exist when users are not from discrete classes, but instead
define a general function that trades off latency versus toll
preference.

Finally, we show that our result extends to very general
frameworks. In particular, we show that tolls exist to in-
duce the Nash equilibrium of general nonatomic congestion
games to be system optimal. In particular, tolls exist even
when 1) latencies depend on user type; 2) latency functions
are nonseparable functions of traffic on edges; 3) the latency
of a setS is an arbitrary function of the latencies of the re-
sources contained inS. Our exponential bound on size of
tolls also holds in this case; and we give an example of a
congestion game that shows this is tight: it requires tolls that
are exponential in the size of the game.

1 Introduction

We analyze when tolls on resource usage can induce
users to behave in a way that maximizes some global
objective, in systems where users selfishly select re-
sources to meet their individual demands. We assume
that the users (also known as the agents) are infinites-
imally small, and therefore the action of a single user
does not affect others considerably.

In the network setting, each edge has an associated
latency function that is a nondecreasing function of
the congestionof the edge: the number of users that
use the edge. Without tolls, users seek a least latency
path from their source to destination, where latency
of a path is the sum of the latencies of the edges in
a path [14]. The resulting flow is called aNash flow
or aWardrop equilibrium. The network owner, on the
other hand, may desire to maximize social welfare by
minimizing average latency experienced by users, the
system optimalflow. The Nash flow may be far from the
system optimal flow [8, 12]. By placing tolls on the use
of edges, the owner hopes to induce users to selfishly
select a system optimal flow. With tolls, users seek
to minimize some function of latency plus toll. Each
user may have a different trade-off of latency for toll.
For agenta, we can represent this trade-off as a latency
multiplier, α(a) that converts latency into dollars.

This setting has been considered previously in the
transportation and computer science literature. For the
case whenα(a) = 1 for all agentsa, it is well known
that the Nash flow with marginal cost tolls is a system
optimal flow [1, 9]. For distinctα, early work describes
solutions that toll each user differently according to
their aversion to latency [4, 13]. This is unsatisfying
and hard to enforce, as it requires knowing each user’s
α value.



Three distinct attempts have been made to ad-
dress this problem. Dial [5] shows thatα-weighted
marginal cost tolls induce a flow that minimizes the
α-weighted average latency, even for multicommodity
traffic. While this is a satisfying result, such a marginal
cost toll result holds for this specific global objective
function only, as it is a result of relation between the
users objective functions and the gradient of the global
objective function. Cole, Dodis, and Roughgarden [3],
show that for the case when all agents have the same
source and destination, then tolls exist so that the Nash
flow with tolls minimizes average latency. They give
an existential proof and pose as open questions both the
existence of a constructive proof, and the existence of
tolls in the multicommodity setting.

We generalize all of these results. We prove that for
any minimal congestion, there exist tolls such that the
Nash flow induced bymulticommodity, heterogeneous
users is the given congestion. This gives a complete
characterization of flows that are enforceable by tolls.
In particular, tolls exist to induce any traffic pattern
that is the result of minimizing an arbitrary function
from RE(G) to the reals that is nondecreasing in each
of its arguments. Thus, tolls exist to minimize average
weighted latency flows, maximum latency flows, and
other natural objectives.

Unlike the proof of Cole et al. [3], our proof is con-
structive and does not rely on a fixed point theorem.
It is obtained using linear programming duality, and as
a consequence, we get a simple polynomial time algo-
rithm to compute the tolls for a bounded number ofα
types via linear programming. Our linear program (LP)
is distinct from the one used in [3] in two important as-
pects: First, our LP gives a direct proof of the existence
of tolls. The LP in [3] offers no such proof - its correct-
ness relies on establishing the existence of tolls via a
separate fixed point argument. Second, our LP does not
assume any knowledge of the decomposition of the sys-
tem optimal flow by an agent’sα value. The constraints
used in [3] do require this. This is a strong assumption,
as there are many ways that a flow can be decomposed
into paths, but perhaps only one of these decomposi-
tions corresponds to the set of paths used by users when
the right set of tolls are imposed. Fleischer [6] gives an
example to demonstrate that the correct decomposition
may depend onα. A second consequence of the lin-
ear program approach we give is that we can compute

a set of feasible tolls that minimizeany linear objective
function of tolls, including minimizing sum of tolls, or
minimizing maximum toll.

We prove that any enforceable congestion can be
enforced using tolls bounded by a value that is inde-
pendent of the number of users and the number of com-
modities (but depends exponentially on the size of the
network). We use this, together with a compactness ar-
gument, to show that tolls also exist when users are not
from discrete classes, but instead define a general func-
tion that trades off latency versus toll preference.

We show that our results on the existence of tolls
extend to more general nonatomic congestion games.
For example, they hold in abstract resource allocation
settings; they hold when latencies are arbitrary, non-
separable functions of resource use; they hold when la-
tencies depend on user type; they hold when the latency
of a setS is an arbitrary function of the latencies of the
resources contained inS.

Two examples illustrate some uses of these gener-
alizations: In a wireless network, latency at a link does
not only depend upon the usage of that link but also de-
pends upon the usage of the neighboring links, because
of interference. This indicates that it is useful to con-
sider nonseparable latency functions. It is also useful to
consider latency functions that treat different commod-
ity traffic differently: On the Internet some users may
send TCP traffic and some may send UDP. These two
types of traffic have different effects on system behav-
ior.

Our exponential bound on size of tolls also holds
in this case; and we give an example of a general
congestion game that shows this is tight: it requires tolls
that are exponential in the size of the game.

In this proceedings, Karakostas and Kolliopoulos
also give a constructive proof to show that tolls exist to
induce the minimum average latency multicommodity
flow [7].

2 Problem Statement and Preliminaries

In this section we give a formal statement of the prob-
lem considered in this paper. We define the problem in
two different models: the discrete model and the con-
tinuous model. The discrete model is a special case
of the continuous model, where there are only a finite
number of different types of agents. This model is sim-
pler to understand; we will first prove our results in the



discrete setting, and then generalize it to the continuous
setting using the existence result and an upper bound on
the tolls that we prove in the discrete model.

Multicommodity networks. In both the discrete
and the continuous model, we are given amul-
ticommodity network, which consists of a directed
graph G with vertex setV and edge setE, a la-
tency functionle for every e ∈ E, K commodities
{(sourcei, desti, di)}K

i=1, and a parameterαi (which
could be a constant or a distribution) that represents
the sensitivity of theith commodity to latency. Each
commodityi is specified by a triple(sourcei, desti, di),
which means thatdi units of flow need to be routed
from the vertexsourcei ∈ V to the vertexdesti ∈ V
using the edges ofG. Let Pi denote the collection of
all paths fromsourcei to desti in G, andP := ∪iPi.
We assume, without loss of generality, that

∑
i di = 1.

With a slight abuse of notation, we sometimes denote
the multicommodity network byG too.

The discrete model. In this model, a multi-
commodity flowfor the graphG and commodities
{(sourcei, desti, di)} is represented by a vector of non-
negative values(f i

p) for everyi = 1, . . . ,K andp ∈ Pi.
Such a flow is feasible if for everyi,

∑
p∈Pi

f i
p = di.

Intuitively, this means that theith commodity sendsf i
p

units of flow along the pathp.
A congestionis defined as a vector(ge)e∈E ∈ RE .

Every flow f corresponds to a congestion defined as
fe =

∑
i

∑
p∈Pi:e∈p f i

p. This is called the congestion
induced byf . We say that a congestiong is feasiblefor
the commodities{(sourcei, desti, di)} if there is a fea-
sible multicommodity flow whose induced congestion
on every edgee is less than or equal toge.

Initially, we assume that every edgee ∈ E
has a non-decreasing continuouslatency functionle :
[0, 1] 7→ R+ associated with it. This function spec-
ifies how much latency each commodity usinge will
suffer given the congestion ofe (i.e., the total amount
of flow that passes throughe). More precisely, if(fe)
is the congestion induced by a flowf , then the latency
observed on a pathp is lp(f) :=

∑
e∈p le(fe). In Sec-

tion 6, we look at more general functions for edge la-
tency and path latency.

We assume that the flow is composed of infinitesi-
mally small agents that behave selfishly. In the absence
of tolls, each agent of thei’th commodity wants to get

from sourcei to desti using a path that minimizes her
total latency. The selfish nature of the agents and the
lack of coordination between them causes inefficiency
in the system (see, for example, Braess’s paradox [11]).
In order to overcome this, a central authority sets tolls
on the edges of the network, to direct the selfish behav-
ior of the agents toward a social optimum. Formally,
we denote the toll on an edgee by τe. An agent that
uses a pathp has to pay a toll ofτp :=

∑
e∈p τe and ex-

periences a delay oflp(f) :=
∑

e∈p le(fe). We assume
the cost observed by an agent of commodityi using a
pathp ∈ Pi is of the formαilp(f) + τp, whereαi is
a given positive number that indicates the sensitivity of
agents of commodityi to the latency.1

These utility functions define a game between the
agents, whose equilibrium is called aNash flow(also
known as aWardrop equilibrium) in G with respect to
tolls τ , or a Nash flow inGτ . More precisely, the Nash
flow in Gτ is a multicommodity flowf such that for
every commodityi and every two pathsp, p′ ∈ Pi such
thatf i

p > 0, we haveαilp(f) + τp ≤ αilp′(f) + τp′ (in
words, all paths that agents of commodityi are using
are required to be minimum cost paths with respect to
the cost function of these agents).

The continuous model.The difference between
the continuous model and the discrete model is that in
the discrete model we assume that all agents of com-
modity i have the same sensitivityαi to latency, while
in the continuous model we allow the sensitivity of
these agents to come from an arbitrary given distribu-
tion. To model this formally, we represent each in-
finitesimal agent of commodityi as a real number in
[0, di]. The sensitivity of agents of commodityi to la-
tency is given by a functionαi : [0, di] 7→ R+. We
assume that agents are ordered by their sensitivity; in
other wordsαi’s are nondecreasing functions.

A multicommodity flow is a collection(f i) of
Lebesgue-measurable functionsf i : [0, di] 7→ Pi,
one for each commodityi. The amount of flow of
commodity i on a pathp ∈ Pi is defined as the
Lebesgue measure of{a ∈ [0, di] : f i(a) = p}, and
denoted byf i

p. The congestion induced byf on an edge

1Cole, Dodis, and Roughgarden [3] consider utilities of the formβiT +

L. Our model is obviously equivalent to theirs by settingαi = 1/βi.
We will consider latencies as perceived differently for different users. In
order for us to compare utilities, it is useful to express them in the common
currency of money.



e is defined asfe :=
∑

i

∑
p∈Pi:e∈p f i

p. The latency
experienced on a pathp is defined in the same way as
in the discrete model. Given a tollτe on each edge
e, a flow f is called a Nash flow inGτ if for every
commodityi and every agenta ∈ [0, di], the minimum
of the costαi(a)lp(f)+τp over pathsp ∈ Pi is achieved
atp = f i(a) (in words, each agent uses a min cost path
with respect to her sensitivity to latency, the current
congestion, and tolls).

Notice that the discrete model is essentially equiv-
alent to the continuous model whenαi’s are step func-
tions with a bounded number of steps.

It is known that a Nash flow always exists and is
essentially unique (under mild conditions on the latency
functions). [3] gives details and further references.

Enforceable congestions.Given a multicommod-
ity network G, we call a congestiong enforceable, if
there is a set of nonnegative tollsτ such that the con-
gestion induced by the Nash flow inGτ is g. Cole,
Dodis, and Roughgarden [3] proved that in the case of
networks with a single source, the optimal congestion,
i.e., the congestion that minimizes the average latency
of all agents is enforceable, and asked whether the same
result holds for multicommodity flows. In this paper,
we settle this question affirmatively, by giving a char-
acterization of the set of all enforceable congestions.
Our results even hold for the general class ofcongestion
games, which is an important and extensively-studied
class of games defined by Rosenthal [10].

Linear Programming preliminaries. In this pa-
per we make strong use of linear programming duality.
There are many basic reference texts on this subject, for
example [2]. We briefly review some of the basics that
we use here. A linear program defined by data matrices
P andC and data vectorsa, p, c with variable vectorx
of the formmin ax;Px ≤ p;Cx = c;x ≥ 0 has alin-
ear program dualof the formmax cTz − pTt;CTz −
PTt ≤ a; t ≥ 0. (Linear programs may have many dif-
ferent forms. This is just for example.) Solutionsx and
z, t are said to becomplementaryif xj > 0 implies that
Cjz − Pjt = aj (conversely,Cjz − Pjt < aj implies
xj = 0); ti > 0 implies thatPix = pi; andzi > 0
implies thatCix = ci.

FACT 2.1. If both a linear program and its dual have
feasible solutions, then they both have optimal solu-
tions, and every pair of optimal solutions of the primal

and the dual are complementary. Conversely, ifx is a
feasible solution to the primal and(t, z) is a feasible
solution to the dual, andx and (t, z) are complemen-
tary, then both are optimal.

3 Existence of optimal tolls in the discrete model

In this section, we prove that in the discrete model, it
is possible to find tolls that enforce the optimal conges-
tion. The proof is based on complementary slackness
conditions applied to a pair of linear programs defined
below.

Assumeg is a congestion that we would like to
enforce. Given this congestion, we define the linear
programPg as follows:

minimize
∑

i

αi

∑
p∈Pi

lp(g)f i
p (3.1)

subject to

∀e ∈ E :
∑

i

∑
p∈Pi:e∈p

f i
p ≤ ge (3.2)

∀i :
∑
p∈Pi

f i
p = di (3.3)

∀i ∀p ∈ Pi : f i
p ≥ 0 (3.4)

The dualDg of the above program is the following:

maximize
∑

i

dizi −
∑
e∈E

gete (3.5)

subject to

∀i ∀p ∈ Pi : zi −
∑
e∈p

te ≤ αilp(g) (3.6)

∀e ∈ E : te ≥ 0 (3.7)

Let f̂ and (t̂, ẑ) be optimal solutions to these re-
spective programs. Complementary slackness implies
that if f̂ i

p > 0 thenẑi =
∑

e∈p t̂e +αilp(g). This means
thatẑi represents the cost of all paths used by commod-
ity i, so thatf̂ is a Nash flow.

We define the concept ofminimalityof a congestion
as follows:

DEFINITION 1. A feasible congestiong is minimal if
and only if the linear programPg has an optimal
solution in which for everye ∈ E, the inequality (3.2)
is tight.



We now prove the following theorem, that charac-
terizes the set of all enforceable congestions.

THEOREM 3.1. A feasible congestiong is enforceable
if and only if it is minimal.

Proof. First, we prove the “if” part. By minimality of
g and LP duality, there is an optimal solutionf for
Pg such that for everye ∈ E, the inequality (3.2)
is tight (in other words, the congestion induced by
f is g), and a corresponding complementary optimal
solution (t, z) for Dg. Now, we prove, using the
complementarity slackness conditions, that the flowf
is a Nash flow inGt. Fix a commodityi, and consider
a pathp ∈ Pi with nonzero flow (i.e.,f i

e > 0). By
the primal complementarity slackness condition, for
every suchp we haveαilp(g) +

∑
e∈p te = zi. This

means that the utility of the agents of commodityi
usingp is the same valuezi for all p ∈ Pi. Also, for
any other pathp ∈ Pi, by inequality (3.6) we have
αilp(g) +

∑
e∈p te ≥ zi. Therefore, agents do not

have an incentive to switch their paths. Thus,f is a
Nash flow inGt, and the congestion induced byf is g.
Therefore,g is enforceable.

Conversely, assume that a congestiong is enforce-
able. This means that there is a multicommodity flow
f and tollsτ such thatf is a Nash flow inGτ , and
the congestion induced by it isg. Sincef is a Nash
flow, for everyi, all the agents of typei should have
the same utility. This means that for everyp ∈ Pi such
thatf i

p > 0, the valueαilp(g) + τ(p) is the same. Let
us call this valuezi. Since no agent has an incentive to
change her path, for every pathp ∈ Pi we must have
αilp(g) + τ(p) ≥ zi. Thus, if we considerf and(τ, z)
as the solutions of the programsPg andDg, then they
are both feasible solutions, and they satisfy the comple-
mentarity slackness conditions. Thus,f is an optimal
solution forPg, and we also know that for everye, in-
equality (3.2) is tight. Hence,g is minimal. �

We now show that the above theorem answers af-
firmatively the question asked by Cole, Dodis, and
Roughgarden [3] regarding the enforceability of opti-
mal congestion. We call a congestiong optimal, if g
minimizes

∑
e le(g)ge over the set of all feasible con-

gestions. Notice that
∑

e le(g)ge is equal to the average
latency that the agents suffer in the network.

COROLLARY 3.1. For every multicommodity network
in the discrete setting, there are tolls that enforce an
optimal congestiong∗.

Proof. We call a congestiong minimally feasibleif it is
feasible, and for every congestiong′ such thatg′e ≤ ge

for every e ∈ E and g′e < ge for at least one edge
e, g′ is not feasible. Take an optimal congestiong.
We can turn this congestion into a minimally feasible
congestion as follows: Letg(0) := g. Consider the
edges of the graph in an arbitrary ordere1, e2, . . ., and
for each edgeei, let g(i) be the congestion that is
the same asg(i−1) everywhere except possibly onei,
and g

(i)
ei is the minimum amount for whichPg(i) has

a feasible solution. Letg∗ be the final congestion. By
this definition,g∗ is minimally feasible. In other words,
every feasible and therefore every optimal solution of
Pg∗ makes inequalities (3.2) tight for every edgee.
Thus, g∗ is minimal. Hence, by Theorem 3.1,g∗ is
enforceable. On the other hand, since latency functions
are nondecreasing,

∑
e le(g∗)g∗e ≤

∑
e le(g)ge, and

henceg∗ is also optimal. �

Notice that the above proof works even if we
define the optimal flow as a flow that minimizes an
arbitrary nondecreasing function of congestion on the
edges. This is formulated in the following corollary,
whose proof is essentially the same as the proof of
Corollary 3.1.

COROLLARY 3.2. Letw : RE(G) 7→ R be an arbitrary
function that is nondecreasing in each of its arguments.
Then there are tollsτe that enforce a congestionf that
minimizesw(f) over the set of all feasible congestions.

The above corollary can be useful in certain ap-
plications. For example, by enforcing a flowf that
minimizesmaxi minp∈Pi lp(f), we can ensure that in
the resulting Nash flow an emergency vehicle (in other
words, an agent who only cares about the delay) can
get from everysourcei to the correspondingdesti in the
shortest possible time in the worst case.

An alternative (and arguably better in certain ap-
plications) way to define an optimal flow is to con-
sider the weighted average of the latencies suffered
by the agents, where the weight of an agent is equal
to her sensitivity to latency. More precisely, we say
that a flow f is weighted optimalif it minimizes



∑
i αi

∑
p∈Pi

lp(f)f i
p over the set of all feasible flows.

The next corollary shows that minimal weighted flows
are also enforceable. Notice that this statement says
that not only the congestion induced by the flow, but
also the flow itself is enforceable.

COROLLARY 3.3. For every multicommodity network
in the discrete setting, there are tolls that enforce a
weighted optimal flowf∗.

Proof. Among all weighted optimal flows, take a flow
f∗ such that

∑
e f∗e is the smallest. By Theorem 3.1 it

is enough to show that this flow is minimal. Assume it
is not. Therefore there is an optimal solutionf for Pf∗

for which inequality (3.2) is not tight for some edges.
We have∑

i

αi

∑
p∈Pi

lp(f)f i
p ≤

∑
i

αi

∑
p∈Pi

lp(f∗)f i
p

≤
∑

i

αi

∑
p∈Pi

lp(f∗)f∗
i
p, (3.8)

where the first inequality follows from inequality (3.2)
and the fact that latency functions are nondecreasing,
and the second inequality is a consequence of the opti-
mality of f for the linear programPf∗ . Equation (3.8)
shows thatf is also a weighted optimal flow. Also
we know thatfe ≤ f∗e for every edgee andfe < f∗e
for some edges. This contradicts with the assumption
thatf∗ is the weighted optimal flow with the minimum
value of

∑
e f∗e . �

The argument in the proof of Corollary 3.1 can be
used to show thateveryfeasible congestion is enforce-
able in the following weaker sense: We say that a set
of tolls τ weakly enforcesa congestiong, if there is a
congestiong′ ≤ g that is enforced byτ .

COROLLARY 3.4. Every feasible congestiong is
weakly enforceable.

Proof. As in the proof of the previous corollary, we
start from the congestiong and consider the edges of
the graph in an arbitrary order. For each edge in this
order, we decrease the amount of congestion on that
edge to the minimum amount for which the congestion
is still feasible. Letg′ denote the resulting congestion.
Clearly, g′ is minimally feasible, and therefore by
Theorem 3.1 it is enforceable. Sinceg′ ≤ g, the
corollary follows. �

It is also worth mentioning that if we allow negative
tolls (i.e., if we can pay agents for using an edge), then
every congestion is enforceable. This can be proved by
changing inequality (3.2) inPg to equality and using
the argument in the proof of Theorem 3.1.

Polynomial time computation of tolls. The linear
programsPg andDg give a polynomial-time algorithm
to compute tolls that induce an optimal congestion (or
in general, any enforceable congestion) in polynomial
time. Although these linear programs have exponential
size, they can be written as polynomial-size programs
in the standard way: ForPg, we use variablesf i

e for
every commodityi and edgee instead off i

p’s, and write
flow conservation constraint for every vertex and every
commodity and the capacity constraint on every edge.
Taking the dual of this program gives us a polynomial-
size program equivalent toDg, where tollsτe come
from the dual variables corresponding to the capacity
constraint inPg.

After writing Pg andDg as polynomial-size pro-
grams, we can solve them using an LP solver to com-
pute optimal tolls and a corresponding Nash flow. Fur-
thermore, by solvingDg once and computing the value
of the objective function, we can add an inequality to
this program so that the resulting set of inequalities give
a complete characterization of the polytope of tolls that
enforceg. This can be used to compute tolls that en-
force g and are optimal with respect to another objec-
tive, for example, minimizing sum of tolls, or minimiz-
ing maximum toll.

Cole, Dodis, and Roughgarden [3] gave a different,
although similar, linear program for computing tolls
(In [3] this program is stated in the case of single-
commodity networks, but it is easy to see that the
same program works for multicommodity networks
too). However, this program requires the knowledge of
the flow pattern of different commodities in the Nash
flow to be induced. This is a strong assumption, as
there are many ways that a flow can be decomposed into
paths, but perhaps only one of these decompositions
corresponds to the set of paths used by users when the
right set of tolls are imposed. Fleischer [6] gives an
example to demonstrate that the Nash flow pattern may
depend onα. Furthermore, as stated in [3], their linear
program does not prove the existence of optimal tolls.



4 An exponential bound on the tolls

The following theorem gives a bound on the maximum
value of tolls needed to enforce a given congestion.
This bound is exponential in the number of edges of
the graph, but it is important that it is independent of
the number of commodities or types of agents. We will
use this result in the next section in the proof of the
existence of tolls in the continuous model. As we will
see in Section 5, this bound also holds for more general
congestion games.

We denote the maximum ofαi’s by αmax. Also, let
lmax denotemaxe∈E(G) le(1).

THEOREM 4.1. Let G be a multicommodity network,
and g be an enforceable congestion inG. Theng is
enforceable with tollst satisfyingte ≤ T for all e ∈ E,
whereT is a number that depends only on the number
of edges in the graph,lmax, andαmax, and not on the
number of commodities.

Proof. Consider a basic feasible solution(t, z) of the
dual programDg. This program hasK + m variables,
whereK is the number of commodities andm is the
number of edges ofG. Therefore, there should be
a set ofK + m inequalities that are tight in(t, z),
giving usK + m equations with a unique solution of
(t, z). Eachzi should be present in at least one of
these tight inequalities, for otherwise the solution will
not be unique. Therefore, we can use this equation
to eliminatezi from the set of our equations. After
eliminating all zi, we getm equations, each of the
form te = 0 or of the form

∑
e∈p te + αilp(g) =∑

e∈p′ te + αjlp′(g). We can write these equations
as a matrix equationAt = b, whereA is a matrix
of +1’s and−1’s, andb is a vector whose entries are
of the form αilp(g) − αjlp′(g), and therefore are all
at mostαmaxmlmax. The collection of allm × m
matrices with±1 entries is finite. LetS denote the
maximum possible entry in the inverse of a matrix from
this collection. Clearly,S is finite and only depends on
m. Also, we havet = A−1b, and therefore for every
e, te ≤ m2Sαmaxlmax. This completes the proof of the
theorem. �

5 Existence of optimal tolls in the continuous
model

In this section we use the results of Sections 3 and 4 to
show that in the continuous setting optimal tolls exist.

The idea of the proof is to estimate continuousαi’s by
a sequence of step functions. For each step function we
can find the optimal tolls using Corollary 3.1. This is
stated in the following lemma.

LEMMA 5.1. Assume that for everyi, the functionαi

is a step function with a bounded number of steps. Then
there are tolls{τe} that enforce an optimal congestion
in this network.

Proof. Let ri denote the number of steps in the function
αi. Replace each commodityi with ri commodities,
each corresponding to one of the steps ofαi. Each of
these commodities has a constant value of sensitivity
to latency which is equal to the value ofαi in the
corresponding step. Also, the demand for each of these
commodities is equal to the length of the corresponding
step inαi. It is easy to see that the network constructed
in this way is equivalent to the original network, in the
sense that for any set of tolls, a Nash flow in the original
network corresponds to a Nash flow in the constructed
network. Thus, we can use Corollary 3.1 to find a set
of tolls for this network, and therefore for the original
network, that enforce an optimal congestion. �

The following lemma shows that no matter what
αi’s are, we can represent a Nash flow concisely.

LEMMA 5.2. For every network and every set of tolls
in the continuous model, there is a Nash flowf such
that for every commodityi and every pathp ∈ Pi, the
set{a ∈ [0, di] : f i(a) = p} is a connected set.

Proof Sketch. We show that for every two agents
a, b ∈ [0, di], if a < b, then the latency of the path
f i(a) is greater than or equal to the latency of the path
f i(b). This is true, since otherwiseb has an incentive to
switch to the pathf i(a). Using this fact and Lebesgue-
measurability off i, we can changef i to get a flow that
is still a Nash flow and also satisfies the condition of the
lemma. �

THEOREM 5.1. For every multicommodity network in
the continuous model, there is a set of tolls that enforce
an optimal congestion.

Proof Sketch.For each commodityi, we estimate the
functionαi by a sequenceα1

i , α
2
i , . . . of step functions.



Define a networkGk by replacing the functionαi by its
k’th estimateαk

i for every commodityi. By Lemma 5.1
for eachk there is set of tollsτk that enforce an optimal
congestion inGk. Let f (k) denote the Nash flow in the
networkGk with respect to tollsτk. We can assume
that f (k)’s satisfy the condition of Lemma 5.2, and
therefore each of these flows can be represented by
giving the end points of the intervals on which the
flow is constant. This means that eachf (k) can be
given by a sequence of at most|P| real numbers in
[0, 1]. Also, by Theorem 4.1 in the previous section,
we can assume that all tolls inτk are bounded by a
constantT , independent ofk. Therefore,(τk, f (k))
belongs to a compact set. This means that there is
a subsequencek1, k2, . . ., such that(τk, f (k)) on this
subsequence tends to some(τ, f). It is not hard to show
thatτ enforces the flowf in the original network. �

6 General Congestion Games

In the proof of Theorem 3.1 we did not use much of the
structure of the network. In this section we show that
similar results are true for a general class of congestion
games. First, we discuss a simple setting, which is es-
sentially the setting of general congestion games (orig-
inally defined by Rosenthal [10]) with infinitesimally
small agents.

Consider a game which hasN different kinds of
users andM different resources. We want to toll
resources so that we can enforce a certain usage of
resources. Users have certain usage requirements and
they are sensitive to both latencies and tolls. There is
an infinite number of users of each kind, each having
an infinitesimally small effect on the game. Thei-th
kind is described by the following parameters:

• total volume of the users,di.

• a latency sensitivity constant,αi. This constant
specifies the monetary value of one unit of latency
for a user of typei.

• a collectionSi of subsets of the resources. Each
set inSi is a combination of resources that can
satisfy a user of typei. If a user picks a set
containingj, then we say that she is using the
resourcej. For example, in the multicommodity
network game described in earlier sections the set

of resources is the set of edges of the graph, and
Si is the set of all paths fromsourcei to desti.

Usageof a resource is the total volume of users
using that resource (i.e., picking sets containing the
resource). Each resourcej is characterized by its
latency functionlj : R+ → R+, which is a non-
decreasing function of the total usage ofj. A usage
vectoris a vector inRM

+ specifying the usage for every
resource. A usage vectorv is feasibleif there exist a
way to satisfy every user without using any resource
j more thanvj . A usage vector isminimally feasible
if decreasing any component by any positive amount
makes it infeasible.

Our objective is to set tolls on the resources in order
to induce a given usage vector. Letτj denote the toll on
resourcej. Users of thei’th kind seek to pick a setS ∈
Si that minimizesαi

∑
j∈S lj(vj) +

∑
j∈S τj , wherev

is the current usage vector. The Nash equilibrium of
this game is defined in the same way as in Section 2.
We say that a usage vectorv is enforceable, if there are
tolls τ such thatv is the usage vector induced by a Nash
equilibrium in the game resulting from the tollsτ .

THEOREM 6.1. Supposev ∈ RM
+ is a minimally feasi-

ble usage vector. Then there exist nonnegative tolls that
enforcev.

Proof. Let xiS be the volume of users of thei-th kind
that have chosen the setS. Let liS denote the quantity
αi

∑
j∈S lj(vj). Consider the following linear program

with xiS as variables.

minimize
∑

i

∑
S∈Si

liSxiS (6.9)

subject to ∀i :
∑
S∈Si

xiS ≥ di

∀j :
∑

i

∑
S∈Si| j∈S

xiS ≤ vj

∀i, S ∈ Si : xiS ≥ 0

The first set of constraints tells us that the all the
demands are met. The second set of constraints makes
sure that we do not exceed the usage given byv.
Minimality of v implies that these constraints are tight
in any feasible solution. This means that every feasible



solution of the above program represents a situation in
the game wherev is the usage vector and henceliS is
the total monetary value of the latency of resources in
S for a user of typei.

The dual of the above program will give us the tolls
to enforcev. The dual can be written as follows, with
τj andzi as the dual variables corresponding to thejth
resource and theith type of users, respectively.

maximize
∑

i

dizi −
∑

j

vjτj (6.10)

subject to ∀i, S ∈ Si : zi ≤ liS +
∑
j∈S

τj

∀i : zi ≥ 0
∀j : τj ≥ 0

We interpret the dual variableτj as the toll on
resourcej. The right-hand side of the first set of
constraints is the total cost for users of typei to choose
S. Sincezi appears with positive coefficient in the dual
objective function, at least one constraint forzi must
be tight. This implies thatzi is actually the cheapest
cost for satisfying a user of typei. By complementary
slackness condition, for any optimal primal solution
x and optimal dual solution(g, τ), wheneverxiS is
positive the corresponding constraint in the dual must
be tight. This means that whenever users of kindi are
choosingS to satisfy themselves their cost of doing so
is zi, which as argued is the cheapest cost. Since each
user is infinitesimally small, changing the strategy for
any user does not change the latencies. Hence choosing
the cheapestS is a best response strategy for every
infinitesimally small user. This implies thatx is a Nash
equilibrium for the tollsτj , inducing the usage vector
v. �

In fact, it is not difficult to argue that whenever we
have a Nash equilibrium satisfying the primal LP (6.9),
the tolls will satisfy the dual LP (6.11) and they will
form a primal-dual optimal pair.

The definition ofweakly enforcingand the proof
of the following corollary is similar to the ones in
Section 3.

COROLLARY 6.1. Supposev ∈ RM
+ is a feasible

usage vector. Thenv can be weakly enforced via tolls.

It can be easily observed that the proof of Theo-
rem 6.1 did not use many of the assumptions of the
model. In the following, we describe three increasingly
more general models in which our results still hold.
As mentioned below, these generalizations are useful
in certain practical applications.

1. Different types of users may experience differ-
ent latencies for a resource with the same congestion.
In natural settings, users may intend to use a resource
differently. For example, on the Internet, UDP traffic
and TCP traffic might be affected differently by con-
gestion, or in a road, a motorbike and a big truck ex-
perience different latencies in the same traffic. So we
can assume that latency is a function which may assign
different latencies to different kinds of users. Formally
lj : R+ → RN

+ . Theorem 6.1 and Corollary 6.1 hold
for this generalization. In fact, now we can pullαi into
lji, wherelji is the latency function ofj for i. So we
do not needαi’s; instead, latency functions themselves
converts the latencies into monetary values.

2. Latency functions may be nonseparable func-
tions of the usage of resources. For example, in wire-
less networks, because of interference, latency on a link
is not only a function of the traffic on the link but also
a function of the traffic on the neighboring links. In
road networks, congestion on a road depends on traffic
on adjacent roads. Our model permits latencies to be a
general function of the usage of all the resources. For-
mally, lj : RM

+ → RN
+ . Theorem 6.1 and Corollary 6.1

hold for this generalization.
3. We assumed that the latency of a setS is the

sum of latencies of the resources in it. This assumption
is also not necessary. Our results hold even if we
allow each type of user to have an arbitrary function
li : Si×RM

+ 7→ R+ that for every setS ∈ Si and every
usage vectorv ∈ RM

+ , gives the monetary value of the
latency experienced byi, if she picksS and the current
usage vector isv. Furthermore, we could allowSi’s to
be collections offractionalsets of resources.

Bounds on Generalized Congestion Games.The
exponential bound on tolls given in Theorem 4.1 also
holds for generalized congestion games. The proof gen-
eralizes easily to this setting. Therefore, tolls exist to
enforce usage patterns of generalized congestion games
also in the continuous setting analogous to the continu-
ous model for network games described in Section 5.

Furthermore, as the following example shows, the



bound in Theorem 4.1 cannot be improved significantly
in general congestion games.

EXAMPLE 1. Consider an abstract congestion game
consisting ofk types of agents, and2(k + 1) resources
calleda0, . . . , ak, b0, . . . , bk. All agents have the same
sensitivity to latency. Agents of thei’th type have
strategy setSi = {{ai−1, bi−1}, {ai}, {bi}}. The
latency of the resourcesa0 and b0 is always one,
while the latency of all other resources is always zero.
The congestiong that we would like to enforce is the
following: the congestion ofa0, b0, ak, andbk are 1/3,
and the congestion of all other resources is 2/3. It is
easy to see that in order to enforce this congestion, we
must haveτai = τbi

= τai−1+τbi−1
for everyi > 1, and

τa1 = τb1 = 2. Therefore, we need tolls exponential in
the number of commodities in order to enforceg in this
game.
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